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ВВЕДЕНИЕ  

В современном быстроизменяющемся мире человек может 

жить и эффективно действовать, лишь обладая определенной пси-

хологической гибкостью, готовностью получать и усваивать но-

вую информацию, адаптироваться к экономическим, социальным 

и психологическим переменам как в обществе и государстве, так и 

в ближайшем социальном окружении и в своей собственной судь-

бе. И на этой основе необходимо постоянно перестраивать свою 

деятельность, осваивать новые виды деятельности и т.д. В связи с 

этим, для того, чтобы человек в новой общественной историче-

ской эпохе мог осознанно строить свою деятельность, в образова-

нии необходимо предусматривать освоение студентами умений 

построения и организации своей деятельности: умений целепола-

гания, проектирования и конструирования, оптимального выбора 

индивидуального стиля собственной сначала учебной, впослед-

ствии трудовой, профессиональной деятельности, рефлексии ее 

процесса и результатов и т.д. То есть, человек должен владеть те-

ми компонентами, которые являются основами методологии как 

учения об организации деятельности.  

Методология – это учение об организации деятельности че-

ловека. 

В настоящее время, как никогда, существует потребность в вы-

сококвалифицированных специалистах, имеющих хорошую обще-

научную и профессиональную подготовку, которые способны к са-

мостоятельной научно-исследовательской, творческой работе. Лю-

бая научно-исследовательская деятельность всегда направлена на 

получение объективно нового результата. Поэтому продуктивная 

деятельности требует организации. Высококвалифицированные 

специалисты должны не только хорошо ориентироваться в новых 

методах научных разработок и исследований, но также уметь внед-

рять их результаты в производственный процесс. 

Настоящее учебное пособие включает в себя: философские 

аспекты, методологические основы научного познания, методы 

теоретического исследования, а также вопросы моделирования в 

научных исследованиях и помогает правильно выбрать направле-

ние научного исследования.  
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1. СУЩНОСТЬ НАУЧНОГО ПОЗНАНИЯ.  
ПОНЯТИЕ МЕТОДА НАУЧНОГО ИССЛЕДОВАНИЯ 

1.1. Наука как вид познавательной деятельности 

Наука – это такая же область профессиональной человече-

ской деятельности, как и любая другая – педагогическая, инду-

стриальная и т.п. Единственное специфическое качество науки 

заключается в том, что если в других отраслях человеческой дея-

тельности используются знания, получаемые наукой, то наука – 

эта та область деятельности, где основной целью является полу-

чение самого научного знания. Наука и определяется как сфера 

человеческой деятельности, функцией которой является выработ-

ка и теоретическая систематизация объективных знаний о дей-

ствительности. 

Наука как феномен – явление чрезвычайно многоаспектное. 

В любом случае, говоря о науке, необходимо иметь в виду, как 

минимум, три ее основных аспекта, в каждом конкретном случае 

четко различая, о чем идет речь: 

• наука как социальный институт (сообщество ученых, сово-

купность научных учреждений и структур научного обслужива-

ния); 

• наука как результат (научные знания); 

• наука как процесс (научная деятельность). 

Единство всей науки,– писал Карл Пирсон в своей «Грамма-

тике науки», – заключается лишь в ее методе, а не в ее материале. 

Вообще говоря, научный метод представляет собой непрерывный 

процесс проверки, изменения и развития идей и теорий в соот-

ветствии с имеющимися фактическими данными. В известной 

степени научный метод – это просто развитие обычного рацио-

нального подхода, основанного на здравом смысле. 

Направление научных исследований, безусловно, в большой 

мере зависит от круга интересов отдельных ученых и их любо-

знательности, но не менее важное значение имеют разнообразные 

общественные факторы. Наличие денег и научной аппаратуры, 

атмосфера, способствующая проведению научных исследований, 

потребности общества – все это в значительной мере определяет, 

какими проблемами нужно заниматься и какими – нет. Все эти 
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вопросы выходят за рамки обсуждения научного метода как та-

кового.  

Научный метод – главное и наиболее мощное средство раци-

онального познания. Однако он служит лишь средством для до-

стижения цели. А цели выбираются не на рациональной основе. 

Рассматривая детально применение научного метода в любой 

ситуации, можно выделить ряд четко различимых и взаимосвязан-

ных этапов. Первый этап – это этап наблюдений, который можно 

назвать «естественноисторическим». На этом этапе происходит 

просто накопление огромной массы разнородного материала, ха-

рактер которого преимущественно зависит от случайных интере-

сов одного или нескольких исследователей; часть его основана на 

точных измерениях, а другая часть представляет собой лишь от-

рывочные описательные данные. Затем предпринимается попытка 

систематизировать имеющиеся факты и, возможно, получить не-

которое систематическое описание всей совокупности данных. 

Люди привыкли отождествлять понятия «знание» и «наука», 

так что не мыслят себе иного знания, кроме научного. В чем его 

сущность и особенности? Сущность научного метода можно объ-

яснить довольно просто: этот метод позволяет добыть такие зна-

ния о явлениях, которые можно проверить, сохранить и передать 

другому. Отсюда следует, что наука изучает не вообще всякие 

явления, а только те из них, которые повторяются. Ее главная 

задача – отыскать законы, согласно которым эти явления про-

текают. 

В разное время наука достигала этой цели по-разному. Древ-

ние греки внимательно наблюдали явления и затем с помощью 

умозрения пытались проникнуть в гармонию природы силой ин-

теллекта, опираясь только на данные чувств, накопленные в па-

мяти. В период Возрождения стало очевидно, что поставленная 

цель не может быть достигнута только с помощью пяти чувств – 

необходимо изобрести приборы, которые есть не что иное, как 

продолжение и углубление наших органов чувств. При этом сра-

зу же возникло два вопроса: насколько можно доверять показа-

ниям приборов и как сохранить информацию, полученную с их 

помощью. Вторая задача была вскоре решена изобретением кни-

гопечатания и последовательным применением математики в 

естественных науках. Значительно труднее, оказалось, разрешить 
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первый вопрос – о достоверности знаний, полученных с помо-

щью приборов. По существу, он не решен окончательно до сих 

пор, и вся история научного метода − это история постоянного 

углубления и видоизменения этого вопроса. Довольно скоро 

ученные поняли, что показаниям приборов, как правило, можно 

доверять, то есть они отражают что-то реальное в природе, суще-

ствующее независимо от приборов. С течением времени знания 

совершенствуются и позволяют ученым правильно предсказы-

вать более тонкие явления природы. 

Факты и понятия науки могут показаться случайными хотя 

бы потому, что установлены в случайное время случайными 

людьми и часто при случайных обстоятельствах. Но, взятые вме-

сте, они образуют единую закономерную систему, в которой чис-

ло связей настолько велико, что в ней нельзя заменить ни одного 

звена, не затронув при этом всех остальных. Под давлением но-

вых фактов система эта непрерывно изменяется и уточняется, но 

никогда не теряет цельности и своеобразной законченности. Взя-

тая в целом, система научных понятий − продукт длительной 

эволюции: в течение многих лет старые звенья в ней заменялись 

новыми, более совершенными, а совсем новые понятия всегда 

возникали с учетом и на основе прежних.  

Наука (в нынешнем понимании этого слова) существует не 

более 300–400 лет. За такой ничтожный срок она полностью изме-

нила образ жизни цивилизованных народов, их отношение к миру, 

способ мышления и даже моральные категории. Современная 

наука развивается очень быстрыми темпами, в настоящее время 

объем научных знаний удваивается каждые 10–15 лет. Около 90 % 

всех ученых, когда-либо живших на Земле, являются нашими со-

временниками. Весь окружающий нас мир показывает, какого 

прогресса достигло человечество. Именно наука явилась главной 

причиной столь бурно протекающей НТР, перехода к постинду-

стриальному обществу, повсеместному внедрению информацион-

ных технологий, появления «новой экономики», для которой не 

действуют законы классической экономической теории, начала 

переноса знаний человечества в электронную форму, столь удоб-

ную для хранения, систематизации, поиска и обработки, и мн. др. 

Все это убедительно доказывает, что основная форма человече-

ского познания – наука, в наши дни становиться все более и более 
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значимой и существенной частью реальности. Однако наука не 

была бы столь продуктивной, если бы не имела столь присущую 

ей развитую систему методов, принципов и императивов позна-

ния. Именно правильно выбранный метод наряду с талантом уче-

ного помогает ему познавать глубинную связь явлений, вскрывать 

их сущность, открывать законы и закономерности. Количество 

методов, которые разрабатывает наука для познания действитель-

ности, постоянно увеличивается. Точное их количество, пожалуй, 

трудно определить. Ведь в мире существует около 15000 наук и 

каждая из них имеет свои специфические методы и предмет ис-

следования. Вместе с тем все эти методы находятся в диалектиче-

ской связи с общенаучными методами, которые они, как правило, 

содержат в различных сочетаниях и со всеобщим, диалектическим 

методом. Это обстоятельство является одной из причин, которые 

определяют важность наличия философских знаний у любого уче-

ного. Ведь именно философия как наука «о наиболее общих зако-

номерностях бытия и развития мира» занимается изучением тен-

денций и путей развития научного познания, его структуры и ме-

тодов исследования, рассматривая их через призму своих катего-

рий, законов и принципов. Вдобавок ко всему философия наделяет 

ученого тем всеобщим методом, без которого невозможно обой-

тись в любой области научного познания. 

Основными особенностями научного познания являются: 

1. Основная задача научного знания – обнаружение объек-

тивных законов действительности – природных, социальных 

(общественных), законов самого познания, мышления и др. 

«Сущность научного познания заключается в достоверном обоб-

щении фактов, в том, что за случайным оно находит необходи-

мое, закономерное, за единичным – общее и на этой основе осу-

ществляет предвидение различных явлений и событий». Научное 

познание стремиться вскрыть необходимые, объективные связи, 

которые фиксируются в качестве объективных законов. Если это-

го нет, то нет и науки, ибо само понятие научности предполагает 

открытие законов, углубление в сущность изучаемых явлений. 

2. Непосредственная цель и высшая ценность научного по-

знания – объективная истина, постигаемая преимущественно ра-

циональными средствами и методами, но, разумеется, не без уча-

стия живого созерцания. Отсюда характерная черта научного по-
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знания – объективность, устранение по возможности субъекти-

вистских моментов во многих случаях для реализации «чистоты» 

рассмотрения своего предмета. Ещё Эйнштейн писал: «То, что 

мы называем наукой, имеет своей исключительной задачей твер-

до установить то, что есть». Её задача – дать истинное отражение 

процессов, объективную картину того, что есть. Вместе с тем 

надо иметь в виду, что активность субъекта – важнейшее условие 

и предпосылка научного познания. Последнее неосуществимо без 

конструктивно-критического отношения к действительности, ис-

ключающего косность, догматизм, апологетику. 

3. Наука в большей мере, чем другие формы познания ориен-

тирована на то, чтобы быть воплощенной в практике, быть «ру-

ководством к действию» по изменению окружающей действи-

тельности и управлению реальными процессами. Жизненный 

смысл научного изыскания может быть выражен формулой: 

«Знать, чтобы предвидеть, предвидеть, чтобы практически дей-

ствовать»- не только в настоящем, но и в будущем. Весь прогресс 

научного знания связан с возрастанием силы и диапазона научно-

го предвидения. Именно предвидение дает возможность контро-

лировать процессы и управлять ими. Научное знание открывает 

возможность не только предвидения будущего, но и сознательно-

го его формирования. «Ориентация науки на изучение объектов, 

которые могут быть включены в деятельность (либо актуально, 

либо потенциально, как возможные объекты ее будущего освое-

ния), и их исследование как подчиняющихся объективным зако-

нам функционирования и развития составляет одну из важней-

ших особенностей научного познания. Эта особенность отличает 

его от других форм познавательной деятельности человека». Су-

щественной особенностью современной науки является то, что 

она стала такой силой, которая предопределяет практику. Многие 

современные производственные процессы родились в научных 

лабораториях. Таким образом, современная наука не только об-

служивает запросы производства, но и все чаще выступает в ка-

честве предпосылки технической революции. Великие открытия 

за последние десятилетия в ведущих областях знания привели к 

научно-технической революции, охватившей все элементы про-

цесса производства: всесторонняя автоматизация и механизация, 

освоение новых видов энергии, сырья и материалов, проникнове-
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ние в микромир и в космос. В итоге сложились предпосылки для 

гигантского развития производительных сил общества. 

4. Научное познание в гносеологическом плане есть сложный 

противоречивый процесс воспроизводства знаний, образующих 

целостную развивающуюся систему понятий, теорий, гипотез, за-

конов и других идеальных форм, закрепленных в языке – есте-

ственном или – что более характерно – искусственном (матема-

тическая символика, химические формулы и т.п.). Научное зна-

ние не просто фиксирует свои элементы, но непрерывно воспро-

изводит их на своей собственной основе, формирует их в соот-

ветствии со своими нормами и принципами. В развитии научного 

познания чередуются революционные периоды, так называемые 

научные революции, которые приводят к смене теорий и принци-

пов, и эволюционные, спокойные периоды, на протяжении кото-

рых знания углубляются и детализируются. Процесс непрерыв-

ного самообновления наукой своего концептуального арсенала – 

важный показатель научности. 

5. В процессе научного познания применяются такие специ-

фические материальные средства как приборы, инструменты, 

другое так называемое «научное оборудование», зачастую очень 

сложное и дорогостоящее (синхрофазотроны, радиотелескопы, 

ракетно – космическая техника и т. д.). Кроме того, для науки в 

большей мере, чем для других форм познания характерно ис-

пользование для исследования своих объектов и самой себя таких 

идеальных (духовных) средств и методов, как современная логи-

ка, математические методы, диалектика, системный, гипотетико-

дедуктивный и другие общенаучные приемы и методы.  

 Таким образом, наука−это сфера человеческой деятельности, 

направленная на производство новых знаний о природе, обществе и 

мышлении. Как специфическая сфера человеческой деятельности, 

она представляет собой результат общественного разделения труда, 

обособление умственного труда от физического, преобразование 

познавательной деятельности в особую область занятий опреде-

ленной группы людей. Необходимость научного подхода ко всем 

видам человеческой деятельности заставляет науку развиваться бо-

лее скорыми темпами, чем любую другую область деятельности. 

Понятие «наука» включает в себя как деятельность, направ-

ленную на получение нового знания, так и результат этой дея-
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тельности – сумму добытых научных знаний, служащих основой 

научного понимания мира. Науку еще понимают как одну из 

форм человеческого сознания. Термин «наука» применяется для 

названия отдельных областей научного знания. 

Закономерности функционирования и развития науки, струк-

туры и динамики научного знания и научной деятельности, взаи-

модействие науки с другими социальными институтами и сфера-

ми материальной и духовной жизни общества изучает специаль-

ная дисциплина – науковедение. 

Одним из основных заданий науковедения есть разработ-

ка классификации наук, которая определяет место каждой науки 

в общей системе научных знаний, связь всех наук. Наиболее рас-

пространенным является распределение всех наук на науки о 

природе, обществе и мышлении. 

Знание – проверенный практикой результат познания дей-

ствительности, адекватный ее отражению в сознании человека. 

Это – идеальное воспроизведение условной формы обобщенных 

представлений о закономерных связях объективной реальности.  

Процесс движения человеческой мысли от незнания к знанию 

называют познанием, в основе которого лежит отражение и вос-

произведение в сознании человека объективной действительности. 

Научное познание – это исследования, которым характерны 

свои особые цели и задачи, методы получения и проверки новых 

знаний. Оно достигает сущности явлений, раскрывает законы их 

существования и развития, тем самым указывая практические 

возможности, пути и способы влияния на эти явления и измене-

ния в соответствии с их объективной природой. Научное позна-

ние призвано освещать путь практике, предоставлять теоретиче-

ские основы для решения практических проблем.  

Основой и движущей силой познания является практика, 

она дает науке фактический материал, который требует теорети-

ческого осмысления. Теоретические знания создают надежную 

основу понимания сущности явлений объективной действитель-

ности. 

Диалектика процесса познания состоит в противоречии меж-

ду ограниченностью наших знаний и безграничной сложностью 

объективной действительности.  
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Познание – это взаимодействие субъекта и объекта, резуль-

татом которого является новое знание о мире. Процесс познания 

имеет двухконтурную структуру: эмпирические и теоретические 

знания, которые существуют в тесном взаимодействии и взаимо-

обусловленности. 

Познание сводится к ответам на несколько вопросов, которые 

схематично можно изобразить таким образом: 

Что? Сколько? Чему? Которое? Как? – на эти вопросы 

может дать ответ наука.  

Как сделать? – на этот вопрос дает ответ методика. 

Что сделать? – это сфера практики. 

Ответы на вопросы определяют непосредственные цели 

науки – описание, объяснение и предвиденье процессов и явле-

ний объективной действительности, которые составляют предмет 

ее изучения на основе законов, которые она открывает, то есть в 

широком значении – теоретическое воспроизведение действи-

тельности. 

Истинные знания существуют как система принципов, зако-

номерностей, законов, основных понятий, научных фактов, 

теоретических положений и выводов. Поэтому истинное науч-

ное знание − объективное. Вместе с тем научное знание может 

быть относительным или абсолютным.  

Относительное знание – это знание, которое, будучи адек-

ватным отображением действительности, отличается определен-

ной неполнотой совпадения образа с объектом.  

Абсолютное знание – это полное, исчерпывающее воспроиз-

ведение обобщенных представлений об объекте, который обеспе-

чивает абсолютное совпадение образа с объектом.  

Беспрерывное развитие практики делает невозможным пре-

образование знания в абсолютное, но дает возможность отличить 

объективно истинные знания от ошибочных взглядов. 

Наука, как специфическая деятельность, направлена на полу-

чение новых теоретических и прикладных знаний о закономерно-

стях развития природы, общества и мышления, характеризуется 

такими основными признаками: 

• наличием систематизированного знания (научных идей тео-

рий, концепций, законов, закономерностей, принципов, гипотез, 

основных понятий, фактов); 
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• наличием научной проблемы, объекта и предмета исследо-

вания; 

• практической значимостью как явления (процесса), что изу-

чается, так и знаний о нем. 

Рассмотрим основные понятия науки.  

Научная идея – интуитивное объяснение явления (процесса) 

без промежуточной аргументации, без осознания всей совокуп-

ности связей, на основе которых делается вывод. Она базируется 

на имеющихся знаниях, но проявляет раньше не подмеченные за-

кономерности. Наука предусматривает два вида идей: конструк-

тивные и деструктивные, то есть те, что имеют или не имеют 

значимости для науки и практики. Свою специфическую матери-

ализацию идея находит в гипотезе.  

Гипотеза – научное предположение, выдвинутое для объяс-

нения любых явлений (процессов) или причин, которые пред-

определяют данное следствие. Научная теория включает в себя 

гипотезу как исходный момент поиска истины, которая помогает 

существенно экономить время и силы, целеустремленно собрать 

и сгруппировать факты. Различают нулевую, описательную, объ-

яснительную, основную рабочую и концептуальную гипотезы. 

Если гипотеза согласована с научными фактами, то в науке ее 

называют теорией или законом. 

Гипотезы (как и идеи) имеют вероятностный характер и про-

ходят в своем развитии три стадии: 

• накопление фактического материала и выдвижение на его 

основе предположений; 

• формулировка гипотезы и обоснование на основе предпо-

ложения приемлемой теории; 

• проверка полученных результатов на практике и на ее осно-

ве уточнение гипотезы; 

Если при проверке результат соответствует действительно-

сти, то гипотеза превращается в научную теорию. Гипотеза вы-

двигается с надеждой на то, что она, если не целиком, то хотя бы 

частично, станет достоверным знанием.  

Закон – внутренняя существенная связь явлений, которая 

предопределяет их закономерное развитие. Закон, изобретенный 

через догадку, необходимо потом логически доказать, лишь в та-
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ком случае он признается наукой. Для доведения закона наука 

использует суждение.  

Суждение – мысль, в которой с помощью связи понятий 

утверждается или отрицается что-нибудь. Суждение о предмете 

или явлении можно получить или через непосредственное 

наблюдение любого факта, или опосредствованно − с помощью 

умозаключения. 

Умозаключение – умственная операция, с помощью которой 

из определенного количества заданных суждений выводится дру-

гое суждение, которое определенным образом связано с исходным. 

Наука – это совокупность теорий.  

Теория – учение, система идей, взглядов, положений, утвер-

ждений, направленных на толкование того ли иного явления. Это 

не непосредственное, а идеализированное отображение действи-

тельности. Теорию рассматривают как совокупность обобщаю-

щих положений, которые образовывают науку или ее раздел. Она 

выступает как форма синтетического знания, в границах которого 

отдельные понятия, гипотезы и законы теряют автономность и 

превращаются в элементы целостной системы. 

К новой теории выдвигаются такие требования: 

• адекватность научной теории описываемому объекту; 

• возможность заменять экспериментальные исследования 

теоретическими; 

• полнота описания определенного явления действительности; 

• возможность объяснения взаимосвязей между разными 

компонентами в границах данной теории; 

• внутренняя непротиворечивость теории и соответствие его 

исследовательским данным. 

Теория представляет собой систему научных концепций, 

принципов, положений, фактов.  

Научная концепция – система взглядов, теоретических по-

ложений, основных мыслей относительно объекта исследования, 

которые объединены определенной главной идеей. 

Концептуальность – это определения содержания, сути, 

смысла того, о чем идет речь.  

Под принципом в научной теории понимают наиболее аб-

страктное определение идеи. Принцип – это правило, которое 

возникло в результате объективно осмысленного опыта.  
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Понятие – это мысль, отраженная в обобщенной форме. Оно 

отражает существенные и необходимые признаки предметов и 

явлений, а также взаимосвязи. Если понятие вошло в научный 

оборот, его обозначают одним словом или используют совокуп-

ность слов − терминов. Раскрытие содержания понятия называ-

ют его определением. Последнее может отвечать двум важней-

шим требованиям: 

• указывать на ближайшее родовое понятие; 

• указывать на то, чем данное понятие отличается от других 

понятий. 

Понятие, как правило, завершает процесс научного исследо-

вания, закрепляет результаты, полученные ученым лично в своем 

исследовании. Совокупность основных понятий называ-

ют понятийным аппаратом той или иной науки.  

Научный факт – событие или явление, которое служит ос-

новой для вывода или подтверждения. Он является элементом, 

который в совокупности с другими составляет основу научного 

знания, отражает объективные свойства явлений и процессов. На 

основе научных фактов определяются закономерности явлений, 

строятся теории и выводятся законы. 

Движение мысли от незнания к знанию руководствуется ме-

тодологией. 

Методология научного познания − учение о принципах, 

форме и способах научно-исследовательской деятельности. 

Исследовательский прием – это способ применения старого 

знания для получения нового знания. Он является средством по-

лучения научных фактов.  

Научная деятельность – интеллектуальная творческая дея-

тельность, направленная на получение и использование новых 

знаний. Она существует в разных видах: 

1) научно-исследовательская деятельность; 

2) научно-организационная деятельность; 

3) научно-информационная деятельность; 

4) научно-педагогическая деятельность; 

5) научно-вспомогательная деятельность и др. 

Каждый из указанных видов научной деятельности имеет 

свои специфические функции, задачи, результаты работы. В пре-
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делах научно-исследовательской деятельности осуществляются 

научные исследования.  

Научное исследование – целенаправленное познание, ре-

зультаты которого выступают как система понятий, законов и 

теорий. 

Различают две формы научных исследований: фундамен-

тальные и прикладные.  

Фундаментальные научные исследования – научная теоре-

тическая и (или) экспериментальная деятельность, направленная 

на получение новых знаний о закономерностях развития и взаи-

мосвязи природы, общества, человека.  

Прикладные научные исследования – научная и научно-

техническая деятельность, направленная на получение и исполь-

зование знаний для практических целей. 

Научные исследования осуществляются с целью получения 

научного результата.  

Научный результат – новое знание, добытое в процессе 

фундаментальных или прикладных научных исследований и за-

фиксированное на носителях научной информации в форме науч-

ного отчета, научной работы, научного доклада, научного сооб-

щения о научно-исследовательской работе, монографического 

исследования, научного открытия и т.п.  

Научно-прикладной результат – новое конструктивное или 

технологическое решение, экспериментальный образец, закон-

ченное испытание, которое введено или может быть введено в 

общественную практику. Научно-прикладной результат может 

иметь форму отчета, эскизного проекта, конструкторской или 

технологической документации на научно-техническую продук-

цию, натурного образца и т.п. 

Субъектами научной деятельности являются: ученые, науч-

ные работники, научно-педагогические работники, а также науч-

ные учреждения, научные организации, высшие учебные заведе-

ния, общественные организации в сфере научной и научно-

технической деятельности. 

Научно-исследовательской деятельностью занимается значи-

тельный круг людей. Тех, кто делает это постоянно, называют ис-

следователями, научными работниками (научными работниками), 

учеными.  
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Исследователем называют человека, который осуществляет 

научные исследования.  

Научный работник – это тот, кто имеет отношение к науке, 

вырабатывает новые знания, является специалистом в определен-

ной области науки.  

Ученый – физическое лицо, которое проводит фундамен-

тальные и (или) прикладные научные исследования с целью по-

лучения научных и (или) научно-технических результатов. 

Научный работник – ученый, который по основному месту 

работы и соответственно трудовому договору (контракту) про-

фессионально занимается научной, научно-технической или 

научно-педагогической деятельностью и имеет соответствующую 

квалификацию, подтвержденную результатами аттестации. Люди 

науки имеют соответствующую специальность и квалификацию, 

работают как своими силами, так и объединяясь в научные кол-

лективы (постоянные или временные), создают научные школы. 

1.2. Понятие методологии научного исследования 

Рассмотрев в самых общих чертах научное познание окру-

жающего мира и получив некоторые представления о науке, впо-

ру подробнее присмотреться к ее внутреннему строению. Им за-

нимается особая дисциплина, получившая название «методоло-

гия». В ней условно можно выделить два крупных раздела: 

а) гносеологический, формирующий нормы и императивы 

научного познания, так сказать, технологию приращения нового 

знания; 

б) онтологический, в котором описывается структура и 

иерархия научного знания, причем не только знания вообще, а кон-

кретно в каждой естественно-научной и социальной дисциплине.  

Методологическое знание выступает в форме как предписа-

ний и норм, в которых фиксируются содержание и последова-

тельность определенных видов деятельности (нормативная мето-

дология), так и описаний фактически выполненной деятельности 

(дескриптивная методология). В обоих случаях основной функ-

цией этого знания является внутренняя организация и регулиро-

вание процесса познания или практического преобразования ка-

кого-то объекта. В современной литературе под методологией 
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обычно понимают прежде всего методологию научного познания, 

т.е. учение о принципах построения, формах и способах научно-

познавательной деятельности. 

Методология – система знаний о способах достижения ново-

го знания. В широком смысле методология данной науки вклю-

чает теорию, общенаучные и специальные методы исследования 

ее предмета, в узком смысле – это система методов получения 

информации, ее анализа, интерпретации и объяснения.  

Существует несколько определений этой сферы знания: 

теоретическое учение о научных методах; наука о методе, си-

стема наиболее общих принципов, положений и методов, со-

ставляющих основу данной науки; система знаний о способах до-

стижения нового знания; правила, согласно которым происхо-

дит принятие либо отбрасывание теорий и исследовательских 

программ. 

Методология отвечает на вопросы, как надо проводить науч-

ное исследование, строить непротиворечивую теорию или пра-

вильно интерпретировать полученные результаты. Методолога 

не интересует структура объекта или предмета исследования, 

как консультанта по управлению не интересует финансовое по-

ложение данной компании или ее иерархическая структура. Тот 

и другой разрабатывают общие принципы, приложимые к конк-

ретным ситуациям. Методолог указывает исследователю на не-

исправности и отклонения в его работе, выявляет конкретные 

ошибки и ставит конкретные задачи, подгоняя их под известный 

тип ошибок и задач. Точно также и консультант указывает мене-

джеру на ошибки в его поведении, например проявление автори-

тарного метода руководства, зная в общих чертах, что такое ав-

торитарный и демократический методы в принципе. Вместо во-

проса «что следует изучать?» методолог формулирует другой во-

прос: «как следует изучать?» 

Таким образом, проблемы методологии важны для любой 

науки. Прежде чем более конкретно говорить о методологиче-

ских проблемах, необходимо уточнить, что же мы считаем мето-

дологией. Методологический словарь науки складывался путем 

объединения двух словарей. В современной науке термином ме-

тодология (от греч. methodos – «путь познания») обозначают три 

разных уровня научного знания.  
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1. Общая методология – это совокупность общих принципов, 

способов построения научного знания. В качестве общей методо-

логии выступают различные философские системы, преломлен-

ные затем через специфику каждой науки. 

2. Частная методология – система частных принципов, по-

стулатов, посылок и т. п., применяемых в конкретной области 

знания. Примером является принцип деятельности.  

3. Методологические приемы (методология) это – множество 

методик исследования, терапии и т. п.  

Методологические приёмы могут подразделяться на метод 

(стратегию исследования) и методику (способы фиксации эмпи-

рических данных, или техники.  

Методы нельзя рассматривать изолированно от общей и спе-

циальной методологии. Такая зависимость не абсолютна. Одни и 

те же методы и методики могут применяться в рамках различных 

методологий. 

К научному исследованию с позиций современной методоло-

гии предъявляются следующие требования: 

1) наличие конкретного объекта исследования; 

2) выявление фактов, выяснение причин, разработка методов, 

формулирование гипотез; 

3) четкое разделение между установленными фактами и ги-

потезами; 

4) объяснение и прогнозирование фактов и явлений. 

Отличительными чертами научного исследования являются 

тщательно собранные данные, объединение их в принципы, про-

верка и использование этих принципов в дальнейшей работе. 

1.3. Понятие метода 

Как было определено ранее, понятие «методология» в лите-

ратуре употребляется в двух значениях: 

1) совокупность методов, применяемых в какой-либо сфере 

деятельности (науке, политике и т.д.); 

2) учение о научном методе познания. 

Метод – это совокупность приемов или операций практиче-

ской или теоретической деятельности. Метод можно также оха-

рактеризовать как форму теоретического и практического освое-
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ния действительности, исходящего из закономерностей поведе-

ния изучаемого объекта. 

Методы научного познания включают так называемые все-

общие методы, т.е. общечеловеческие приемы мышления, обще-

научные методы и методы конкретных наук. Методы могут быть 

классифицированы и по соотношению эмпирического знания (т.е. 

знания, полученного в результате опыта, опытного знания) и зна-

ния теоретического, суть которого − познание сущности явлений, 

их внутренних связей. Классификация методов научного позна-

ния представлена на рис. 1.1. 

 
Рис.1.1. Классификация методов научного познания 

 

Каждая отрасль применяет свои конкретно-научные, специ-

альные методы, обусловленные сущностью объекта исследова-

ния. Однако зачастую методы, характерные для какой-либо кон-

кретной науки, применяются и в других науках. Это происходит 

потому, что объекты исследования этих наук подчиняются также 

и законам данной науки. Например, физические и химические 

методы исследования применяются в биологии на том основании, 
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что объекты биологического исследования включают в себя в том 

или ином виде физические и химические формы движения мате-

рии и, следовательно, подчиняются физическим и химическим 

законам. 

Всеобщих методов в истории познания – два: диалектический 

и метафизический. Это общефилософские методы. 

Диалектический метод – это метод познания действительно-

сти в ее противоречивости, целостности и развитии. 

Метафизический метод – метод, противоположный диалек-

тическому, рассматривающий явления вне их взаимной связи и 

развития. 

С середины XIX века метафизический метод все больше и 

больше вытеснялся из естествознания диалектическим методом. 

1.4. Методы научного познания. Общенаучные методы 

Соотношение общенаучных методов также можно предста-

вить в виде схемы (рис. 1.2).  

 
Рис. 1.2. Классификация общенаучных методов 
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Дадим краткую характеристику данных методов. 

Анализ – мысленное или реальное разложение объекта на со-

ставляющие его части. 

Синтез – объединение познанных в результате анализа эле-

ментов в единое целое. 

Обобщение – процесс мысленного перехода от единичного к 

общему, от менее общего, к более общему, например: переход от 

суждения «этот металл проводит электричество» к суждению 

«все металлы проводят электричество», от суждения: «механиче-

ская форма энергии превращается в тепловую» к суждению «вся-

кая форма энергии превращается в тепловую». 

Абстрагирование (идеализация) – мысленное внесение опре-

деленных изменений в изучаемый объект в соответствии с целя-

ми исследования. В результате идеализации из рассмотрения мо-

гут быть исключены некоторые свойства, признаки объектов, ко-

торые не являются существенными для данного исследования. 

Пример такой идеализации в механике – материальная точка, т.е. 

точка, обладающая массой, но лишенная всяких размеров. Таким 

же абстрактным (идеальным) объектом является абсолютно твер-

дое тело. 

Индукция – процесс выведения общего положения из 

наблюдения ряда частных единичных фактов, т.е. познание от 

частного к общему. На практике чаще всего применяется не-

полная индукция, которая предполагает вывод о всех объектах 

множества на основании познания лишь части объектов. Не-

полная индукция, основанная на экспериментальных исследо-

ваниях и включающая теоретическое обоснование, называется 

научной индукцией. Выводы такой индукции часто носят веро-

ятностный характер. Это рискованный, но творческий метод. 

При строгой постановке эксперимента, логической последова-

тельности и строгости выводов она способна давать достовер-

ное заключение. По словам известного французского физика 

Луи де Бройля, научная индукция является истинным источни-

ком действительно научного прогресса. 

Дедукция – процесс аналитического рассуждения от общего 

к частному или менее общему. Она тесно связана с обобщением. 

Если исходные общие положения являются установленной науч-
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ной истиной, то метом дедукции всегда будет получен истинный 

вывод. Особенно большое значение дедуктивный метод имеет 

в математике. Математики оперируют математическими абстрак-

циями и строят свои рассуждения на общих положениях. Эти 

общие положения применяются к решению частных, конкретных 

задач. 

Моделирование – воспроизведение свойств объекта познания 

на специально устроенном его аналоге – модели. Модели могут 

быть реальными (материальными), например, модели самолетов, 

макеты зданий, фотографии, протезы, куклы и т.п. и идеальными 

(абстрактными), создаваемые средствами языка (как естественно-

го человеческого языка, так и специальных языков, например, 

языком математики); в этом случае мы имеем математическую 

модель. Обычно это система уравнений, описывающая взаимо-

связи в изучаемой системе. 

Исторический метод подразумевает воспроизведение исто-

рии изучаемого объекта во всей своей многогранности, с учетом 

всех деталей и случайностей.  

Логический метод – это, по сути, логическое воспроизведе-

ние истории изучаемого объекта. При этом история эта освобож-

дается от всего случайного, несущественного, т.е. это как бы тот 

же исторический метод, но освобожденный от его исторической 

формы. 

Классификация – распределение тех или иных объектов по 

классам (отделам, разрядам) в зависимости от их общих призна-

ков, фиксирующее закономерные связи между классами объектов 

в единой системе конкретной отрасли знания. Становление каж-

дой науки связано с созданием классификаций изучаемых объек-

тов, явлений. 

1.5. Методы эмпирического и теоретического познания 

Методы эмпирического и теоретического познания схема-

тично представлены на рис. 1.3. Рассмотрим эти методы. 
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Рис. 1.3. Классификация методов эмпирического и теоретического познания 

 

Наблюдение есть чувственное отражение предметов и явле-

ний внешнего мира. Это – исходный метод эмпирического позна-

ния, позволяющий получить некоторую первичную информацию 

об объектах окружающей действительности. 

Научное наблюдение характеризуется рядом особенностей: 

• целенаправленностью (наблюдение должно вестись для 

решения поставленной задачи исследования); 
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• планомерностью (наблюдение должно проводиться строго 

по плану, составленному исходя из задачи исследования); 

• активностью (исследователь должен активно искать, выде-

лять нужные ему моменты в наблюдаемом явлении). 

Научные наблюдения всегда сопровождаются описанием 

объекта познания. Последнее необходимо для фиксирования тех-

нических свойств, сторон изучаемого объекта, которые состав-

ляют предмет исследования. Описания результатов наблюдений 

образуют эмпирический базис науки, опираясь на который иссле-

дователи создают эмпирические обобщения, сравнивают изучае-

мые объекты по тем или иным параметрам, проводят классифи-

кацию их по каким-то свойствам, характеристикам, выясняют по-

следовательность этапов их становления и развития. 

По способу проведения наблюдения могут быть непосред-

ственными и опосредованными.  

При непосредственном наблюдении те или иные свойства, 

стороны объекта отражаются, воспринимаются органами чувств 

человека. В настоящее время непосредственное визуальное 

наблюдение широко используется в космических исследованиях 

как важный метод научного познания. Визуальные наблюдения с 

борта пилотируемой орбитальной станции – наиболее простой и 

весьма эффективный метод исследования параметров атмосферы, 

поверхности суши и океана из космоса в видимом диапазоне. 

С орбиты искусственного спутника Земли глаз человека может 

уверенно определить границы облачного покрова, типы облаков, 

границы выноса мутных речных вод в море т.п. 

Однако чаще всего наблюдение бывает опосредованным, 

то есть проводится с использованием тех или иных технических 

средств. Если, например, до начала XVII века астрономы 

наблюдали за небесными телами невооруженным глазом, то 

изобретение Галилеем в 1608 году оптического телескопа под-

няло астрономические наблюдения на новую, гораздо более вы-

сокую ступень.  

Наблюдения могут нередко играть важную эвристическую 

роль в научном познании. В процессе наблюдений могут быть 

открыты совершенно новые явления, позволяющие обосновать ту 

или иную научную гипотезу. Из всего вышесказанного следует, 

что наблюдения являются весьма важным методом эмпирическо-
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го познания, обеспечивающим сбор обширной информации об 

окружающем мире. 

Описание – это фиксация средствами естественного и искус-

ственного языка сведений об объектах, полученных в результате 

наблюдения. Описание можно рассматривать как завершающий 

этап наблюдения. С помощью описания чувственная информация 

переводится на язык понятий, знаков, схем, рисунков, графиков, 

цифр, принимая тем самым форму, удобную для дальнейшей ра-

циональной обработки (систематизации, классификации, обоб-

щения). 

Эксперимент – более сложный метод эмпирического позна-

ния по сравнению с наблюдением. Он предполагает активное, це-

ленаправленное и строго контролируемое воздействие исследова-

теля на изучаемый объект для выявления и изучения тех или 

иных его сторон, свойств, связей. Обладает рядом присущих 

только ему особенностей: 

• эксперимент позволяет изучать объект в «очищенном» ви-

де, то есть устранять всякого рода побочные факторы, наслоения, 

затрудняющие процесс исследования; 

• в ходе эксперимента объект может быть поставлен в неко-

торые искусственные, в частности, экстремальные условия (при 

сверхнизких температурах, при высоких давлениях, при огром-

ных напряжениях электромагнитного поля и др.); 

• изучая какой-либо процесс, экспериментатор может вме-

шиваться в него, активно влиять на его протекание; 

• проводимые эксперименты могут быть повторены столько 

раз, сколько это необходимо для получения достоверных резуль-

татов. 

Подготовка и проведение эксперимента требуют соблюдения 

ряда условий. Так, научный эксперимент: 

1) никогда не ставится наобум, он предполагает наличие чет-

ко сформулированной цели исследования; 

2) не делается «вслепую», он всегда базируется на каких-то 

исходных теоретических положениях; 

3) не проводится беспланово, предварительно исследователь 

намечает пути его проведения; 

4) требует определенного уровня развития технических 

средств познания, необходимого для его реализации; 
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5) должен проводиться людьми, имеющими достаточно высо-

кую квалификацию. 

В зависимости от характера проблем, решаемых в ходе экс-

периментов, последние обычно подразделяются на исследова-

тельские и проверочные. 

Исследовательские дают возможность обнаружить у объекта 

новые, неизвестные свойства. Результатом такого эксперимента 

могут быть выводы, не вытекающие из имевшихся знаний об 

объекте исследования. Проверочные служат для проверки, под-

тверждения тех или иных теоретических построений. 

Измерение – это процесс, заключающийся в определении 

количественных значений тех или иных свойств, сторон изучае-

мого объекта, явления с помощью специальных технических 

устройств. 

Важной стороной процесса измерения является методика его 

проведения. Она представляет собой совокупность приемов, ис-

пользующих определенные принципы и средства измерений. Под 

принципами измерений в данном случае имеются в виду какие-то 

явления, которые положены в основу измерений (например, из-

мерение температуры с использованием термоэлектрического 

эффекта). 

По способу получения результатов различают измерения 

прямые и косвенные. В прямых измерениях искомое значение из-

меряемой величины получается путем непосредственного срав-

нения ее с эталоном или выдается измерительным прибором. При 

косвенном измерении искомую величину определяют на основа-

нии известной математической зависимости между этой величи-

ной и другими величинами, получаемыми путем прямых измере-

ний (например, нахождение удельного электрического сопротив-

ления проводника по его сопротивлению, длине и площади попе-

речного сечения). 

Идеализация представляет собой мысленное внесение опреде-

ленных изменений в изучаемый объект в соответствии с целями 

исследований. В результате таких изменений могут быть, напри-

мер, исключены из рассмотрения какие-то свойства, стороны, при-

знаки объектов. Так, широко распространенная в механике идеали-

зация, именуемая материальной точкой, подразумевает тело, ли-

шенное всяких размеров. Такой абстрактный объект, размерами ко-
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торого пренебрегают, удобен при описании движения. Причем по-

добная абстракция позволяет заменить в исследовании самые раз-

личные реальные объекты: от молекул или атомов при решении 

многих задач статистической механики и до планет Солнечной си-

стемы при изучении, например, их движения вокруг Солнца. 

Целесообразность использования идеализации определяется 

следующими обстоятельствами: 

– во-первых, идеализация целесообразна тогда, когда подле-

жащие исследованию реальные объекты достаточно сложены для 

имеющихся средств теоретического, в частности, математическо-

го анализа. 

– во-вторых, идеализацию целесообразно использовать в тех 

случаях, когда необходимо исключить некоторые свойства, связи 

исследуемого объекта, без которых он существовать не может, но 

которые затемняют существо протекающих в нем процессов. 

– в-третьих, применение идеализации целесообразно тогда, 

когда исключаемые из рассмотрения свойства, стороны, связи 

изучаемого объекта не влияют в рамках данного исследования на 

его сущность. 

Основное положительное значение идеализации как методе 

научного познания заключается в том, что получаемые на его ос-

нове теоретические построения позволяют затем эффективно ис-

следовать реальные объекты и явления. 

Сравнение – это способ познания посредством установления 

сходства и/или различия объектов. Сходство – это то, что у срав-

ниваемых объектов совпадает, а различие – это то, чем один 

сравниваемый объект отличается от другого. 

Формализация. Под формализацией понимается особый 

подход в научном познании, который заключается в использова-

нии специальной символики, позволяющей отвлечься от изуче-

ния реальных объектов, от содержания описывающих их теоре-

тических положений и оперировать вместо этого некоторым 

множеством символов (знаков). 

Для построения любой формализованной системы необхо-

димо: 

а) задание алфавита, то есть определенного набора знаков; 

б) задание правил, по которым из исходных знаков этого ал-

фавита могут быть получены «слова» и «формулы»; 
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в) задание правил, по которым от одних слов, формул данной 

системы можно переходить к другим словам и формулам. 

Важным достоинством данной системы является возмож-

ность проведения в ее рамках исследования какого-либо объекта 

чисто формальным путем без непосредственного обращения к 

этому объекту. 

Другое достоинство формализации состоит в обеспечении 

краткости и четкости записи научной информации, что открывает 

большие возможности для оперирования ею. 

Аксиоматический метод (аксиоматизация науки, аксио-

матическое построение научного знания) – способ построения 

отдельных научных теорий, разделов науки и науки в целом, при 

котором какие-то положения избираются в качестве исходных и 

не требующих доказательства (истинных), а все остальные поло-

жения выводятся из исходных – доказываются логическим путём. 

Исходные положения, которые принимаются без доказательств, 

называются аксиомами, а выводимые из аксиом утверждения – 

теоремами. 

Аксиоматическое построение научной теории предполагает 

стабильность, определенную устойчивость соответствующей ча-

сти науки, иначе говоря, общепринятость соответствующих пред-

ставлений. На этой стадии теории можно придать законченность, 

уточнив ее терминологический аппарат и основные выводы. 

Логический вывод позволяет переносить истинность аксиом 

на выводимые из них следствия. Фиксация определённых правил 

вывода позволяет упорядочить процесс рассуждения при развёр-

тывании аксиоматической системы, сделать это рассуждение бо-

лее строгим и корректным. Тем самым аксиоматический метод 

облегчает организацию и систематизацию научного знания и слу-

жит средством построения развитой научной теории. Наиболее 

широко аксиоматический метод используется в математике. 

Он применяется и в эмпирических науках, но с учетом ряда осо-

бенностей, связанных с опытной проверкой теории. 

Одной из первых и успешных попыток применения аксиома-

тического метода в науке была геометрия Евклида. Опираясь на 

пять исходных аксиом (постулатов), Евклид развернул систему 

доказательства целого ряда теорем, сводя более сложные поло-

жения геометрии к интуитивно ясным и простым представлени-
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ям, истинность которых не вызывала сомнения. Геометрия Ев-

клида длительное время оставалась образцом теоретического 

знания и рассматривалась как идеал построения теоретических 

систем. В соответствии с этим идеалом создавались теории в дру-

гих областях научного знания. 

Гипотетико-дедуктивный метод – метод научного познания 

и рассуждения, основанный на выведении (дедукции) заключе-

ний из гипотез и других посылок, истинное значение которых не-

известно. Поскольку в дедуктивном рассуждении значение ис-

тинности переносится на заключение, а посылками служат гипо-

тезы, то и заключение гипотетико-дедуктивного рассуждения 

имеет лишь вероятностный характер. Соответственно типу посы-

лок гипотетико-дедуктивные рассуждения разделяются на две 

основные группы: 

1) рассуждения, посылками которых являются гипотезы и 

эмпирические обобщения, истинность которых ещё нужно уста-

новить; 

2) выводы из таких посылок, которые заведомо ложны или 

ложность которых может быть установлена. 

Таким путем в ходе дискуссии можно убедить оппонента в 

ложности его предположений. Примером является метод приве-

дения к абсурду. 

В научном познании гипотетико-дедуктивный метод получил 

широкое распространение и развитие в XVII–XVIII вв., когда бы-

ли достигнуты значительные успехи в области изучения механи-

ческого движения земных и небесных тел. Первые попытки при-

менения Гипотетико-дедуктивного метода были сделаны в меха-

нике, в частности в исследованиях Г. Галилея. Теория механики, 

изложенная в «Математических началах натуральной филосо-

фии» И. Ньютона, представляет собой гипотетико-дедуктивную 

систему, посылками которой служат основные законы движения. 

Успех Гипотетико-дедуктивного метода в области механики и 

влияние идей Ньютона обусловили широкое распространение 

этого метода в области точного естествознания. 

С логической точки зрения, гипотетико-дедуктивная система 

представляет собой иерархию гипотез, степень абстрактности и 

общности которых увеличивается по мере удаления от эмпириче-

ского базиса. На вершине располагаются гипотезы, имеющие 
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наиболее общий характер и поэтому обладающие наибольшей 

логической силой. Из них как из посылок выводятся гипотезы 

более низкого уровня. На самом низшем уровне системы нахо-

дятся гипотезы, которые можно сопоставить с эмпирическими 

данными. В современной науке многие теории строятся в виде 

гипотетико-дедуктивной системы. 

Такое построение научных теорий имеет большое методоло-

гическое значение, поскольку позволяет осуществлять эмпириче-

скую проверку и подтверждение научных гипотез и теорий. Ги-

потезы самого низкого уровня проверяются путем сопоставления 

их с эмпирическими данными. Если они подтверждаются этими 

данными, то это служит косвенным подтверждением и гипотез 

более высокого уровня, из которых логически выведены первые 

гипотезы. Наиболее общие принципы научных теорий нельзя 

непосредственно сопоставить с действительностью с тем, чтобы 

удостовериться в их истинности, ибо они, как правило, говорят 

об абстрактных или идеальных объектах. Для того чтобы соотне-

сти общие принципы с действительностью, нужно с помощью 

длинной цепи логических выводов получить из них следствия, 

говорящие уже не об идеальных, а о реальных объектах. Эти 

следствия можно проверить непосредственно. Поэтому ученые и 

стремятся придавать своим теориям структуру гипотетико-

дедуктивной системы. 

Разновидностью гипотетико-дедуктивного метода считают 

метод математической гипотезы, который используется как важ-

нейшее эвристическое средство для открытия закономерностей в 

естествознании. В процессе научного исследования наиболее 

трудная – подлинно творческая – задача состоит в том, чтобы 

открыть и сформулировать те принципы и гипотезы, которые 

могут послужить основой всех последующих выводов. Гипоте-

тико-дедуктивный метод играет в этом процессе вспомогатель-

ную роль, поскольку с его помощью не выдвигаются новые ги-

потезы, а только выводятся и проверяются вытекающие из них 

следствия. 
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Вопросы для самоконтроля 

1. Сформулировать главную задачу науки. 

2. Перечислить особенности научного познания. 

3. Что такое знание? 

4. Дать определение понятия «научная идея». 

5. Что понимается под гипотезой? 

6. Что такое закон? 

7. Дать определение понятий «суждение», «умозаключение», 

«теория». 

8. Что понимается под концептуальностью? 

9. Что такое принцип? 

10. Что понимается под научным фактом? 

11. Что такое методология? 

12. Что понимается под научной деятельностью? 

13. Дать определение понятия «научное исследование». 

14. Что понимается под научным результатом? 

15. Что является субъектом научной деятельности? 

16. Что такое метод? 

17. Привести классификацию методов научного познания. 

18. Какие существуют всеобщие методы научного познания? 

19. Что понимается под диалектическим методом? 

20. Что понимается под метафизическим методом? 

21. Привести классификацию общенаучных методов научного 

познания. 

22. Дать краткую характеристику общенаучных методов позна-

ния. 

23. Привести классификацию методов эмпирического и теорети-

ческого познания. 

24. Дать краткую характеристику этих методов. 
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2. МЕТОДОЛОГИЧЕСКИЙ АППАРАТ  
НАУЧНОГО ИССЛЕДОВАНИЯ 

2.1. Системный подход как направление методологии  
научных исследований. Сущность системного подхода 

Системный подход – направление методологии научного 

познания, в основе которого лежит рассмотрение объекта как си-

стемы:  

– целостного комплекса взаимосвязанных элементов 

(И.В. Блауберг, В.Н. Садовский, Э.Г. Юдин); 

– совокупности взаимодействующих объектов ( Л. Фон Бер-

таланфи); 

– совокупности сущностей и отношений (А.Д. Холл, 

Р.И. Фейджин).  

Говоря о системном подходе, можно говорить о некотором 

способе организации наших действий, таком, который охватыва-

ет любой род деятельности, выявляя закономерности и взаимо-

связи с целью их более эффективного использования. При этом 

системный подход является не столько методом решения задач, 

сколько методом постановки задач. 

Основные понятия системного подхода: «система», «эле-

мент», «состав», «структура», «функции», «функционирование» и 

«цель». Раскроем их для полного понимания системного подхода. 

Система – объект, функционирование которого, необходи-

мое и достаточное для достижения стоящей перед ним цели, 

обеспечивается (в определенных условиях среды) совокупностью 

составляющих его элементов, находящихся в целесообразных от-

ношениях друг с другом. 

Элемент – внутренняя исходная единица, функциональная 

часть системы, собственное строение которой не рассматривает-

ся, а учитываются лишь ее свойства, необходимые для построе-

ния и функционирования системы. «Элементарность» элемента 

состоит в том, что он есть предел членения данной системы, по-

скольку его внутреннее строение в данной системе игнорируется, 

и он выступает в ней в качестве такого явления, которое в фило-

софии характеризуют как простое. Хотя в иерархических систе-

мах элемент тоже может быть рассмотрен как система. А от части 
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элемент отличает то, что слово «часть» указывает лишь на внут-

реннюю принадлежность чего-либо объекту, а «элемент» всегда 

обозначает функциональную единицу. Всякий элемент – часть, 

но не всякая часть – элемент. 

Состав – полная (необходимая и достаточная) совокупность 

элементов системы, взятая вне ее структуры, то есть набор эле-

ментов. 

Структура – отношения между элементами в системе, необ-

ходимые и достаточные для того, чтобы система достигла цели. 

Функции – способы достижения цели, основанные на целе-

сообразных свойствах системы. 

Функционирование – процесс реализации целесообразных 

свойств системы, обеспечивающий ей достижение цели. 

Цель – это то, чего система должна достигнуть на основе 

своего функционирования. Целью может быть определенное со-

стояние системы или иной продукт ее функционирования. Значе-

ние цели как системообразующего фактора уже отмечалось. Под-

черкнем его еще раз: объект выступает как система лишь от-

носительно своей цели. Цель, требуя для своего достижения 

определенных функций, обусловливает через них состав и струк-

туру системы. 

В центре внимания при системном подходе находится изуче-

ние не элементов как таковых, а прежде всего структуры объекта 

и места элементов в ней. Существует несколько разновидностей 

системного подхода: комплексный, структурный, целостный. 

Комплексный подход предлагает наличие совокупности 

компонентов объекта или применяемых методов исследования. 

При этом не принимаются во внимание ни отношения между 

объектами, ни полнота их состава, ни отношения компонентов в 

целом. Решаются главным образом задачи статики: количествен-

ного соотношения компонентов и подобные. 

Структурный подход предлагает изучение состава (подси-

стем) и структур объекта. При таком подходе еще нет соотнесе-

ния подсистем (частей) и системы (целого). Декомпозиция си-

стем на подсистемы производится не единым образом. Динамика 

структур, как правило, не рассматривается. 

При целостном подходе изучаются отношения не только 

между частями объекта, но и между частями и целым. Декомпо-
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зиция целого на части единственна. Так, например, принято гово-

рить, что «целое – это то, от чего ничего нельзя отнять и к чему 

ничего нельзя добавить». Целостный подход предлагает изучение 

состава (подсистем) и структур объекта не только в статике, но и 

в динамике, т. е. он предлагает изучение поведения и эволюции 

систем. Целостный подход применим не ко всем системам (объ-

ектам), а только к таким, которым свойственна высокая степень 

функциональной независимости. 

2.2. Принципы системного подхода 

Как любая методология, системный подход подразумевает 

наличие определенных принципов и способов организации дея-

тельности, в данном случае деятельности, связанной с анализом и 

синтезом систем. 

В основе системного подхода лежат принципы: цели, двой-

ственности, целостности, сложности, множественности и исто-

ризма. Рассмотрим подробнее содержание перечисленных прин-

ципов. 

Принцип цели ориентирует на то, что при исследовании 

объекта необходимо прежде всего выявить цель его функциони-

рования. 

Нас в первую очередь должно интересовать не как построена 

система, а для чего она существует, какая цель стоит перед ней, 

чем она вызвана, каковы средства достижения цели? 

Принцип цели конструктивен при соблюдении двух условий: 

– цель должна быть сформулирована таким образом, чтобы 

степень ее достижения можно было оценить (задать) количе-

ственно; 

– в системе должен быть механизм, позволяющий оценить 

степень достижения заданной цели. 

Принцип двойственности вытекает из принципа цели и 

означает, что система должна рассматриваться как часть системы 

более высокого уровня и в то же время как самостоятельная часть, 

выступающая как единое целое во взаимодействии со средой. 

В свою очередь каждый элемент системы обладает собственной 

структурой и также может рассматриваться как система. 



36 

Взаимосвязь с принципом цели состоит в том, что цель 

функционирования объекта должна быть подчинена решению за-

дач функционирования системы более высокого уровня. Цель – 

категория внешняя по отношению к системе. Она ставится ей си-

стемой более высокого уровня, куда данная система входит как 

элемент. 

Принцип сложности указывает на необходимость исследо-

вания объекта, как сложного образования и, если сложность 

очень высока, нужно последовательно упрощать представление 

объекта, но так чтобы сохранить все его существенные свойства. 

Принцип множественности требует от исследователя пред-

ставлять описание объекта на множестве уровней: морфологиче-

ском, функциональном, информационном. 

Морфологический уровень дает представление о строении 

системы. Морфологическое описание не может быть исчерпыва-

ющим. Глубина описания, уровень детализации, то есть выбор 

элементов, внутрь которых описание не проникает, определяется 

назначением системы. Морфологическое описание иерархично. 

Конкретизация морфологии дается на стольких уровнях, 

сколько их требуется для создания представления об основных 

свойствах системы. 

Функциональное описание связано с преобразованием энер-

гии и информации. Всякий объект интересен прежде всего ре-

зультатом своего существования, местом, которое он занимает 

среди других объектов в окружающем мире. 

Информационное описание дает представление об органи-

зации системы, т.е. об информационных взаимосвязях между 

элементами системы. Он дополняет функциональное и морфоло-

гическое описания. 

На каждом уровне описания действуют свои, специфические 

закономерности. Все уровни тесно взаимосвязаны. Внося изме-

нения на одном из уровней, необходимо проводить анализ воз-

можных изменений на других уровнях. 

Принцип историзма обязывает исследователя вскрывать 

прошлое системы и выявлять тенденции и закономерности ее 

развития в будущем. 

Прогнозирование поведения системы в будущем является не-

обходимым условием того, что принятые решения по совершен-
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ствованию существующей системы или создание новой обеспе-

чивает эффективное функционирование системы в течение за-

данного времени. 

Принцип эмерджентности.  

Важным принципом систем является то, что по мере объеди-

нения компонентов или подмножеств в более крупные функцио-

нальные единицы у этих новых единиц возникают новые свой-

ства, отсутствующие на предыдущем уровне. Такие качественно 

новые, эмерджентные, свойства нельзя предсказать, исходя из 

свойств компонентов. (Свойства целого не сводятся к сумме 

свойств его частей.)  

Системный подход является теоретической и методологиче-

ской основой системного анализа. 

Вопросы для самоконтроля 

1. Что понимается под системным подходом? 

2. Что такое система? 

3. Привести формулировку понятия «элемент». 

4. Что такое состав системы? 

5. Что понимается под структурой системы? 

6. Дать определение понятий «функции системы», «функциони-

рование системы». 

7. Что понимается под целью системы? 

8. Чем комплексный подход отличается от системного? 

9. Что предполагает структурный подход? Целостный подход? 

10. Перечислить принципы системного подхода. 



38 

3. СИСТЕМНЫЙ АНАЛИЗ КАК ПРИКЛАДНОЙ АСПЕКТ 
СИСТЕМНОГО ПОДХОДА 

3.1. Основные понятия 

Системный анализ – научный метод познания, представля-

ющий собой последовательность действий по установлению 

структурных связей между переменными или элементами иссле-

дуемой системы. Опирается на комплекс общенаучных, экспери-

ментальных, естественно научных, статистических, математиче-

ских методов. 

Системный анализ возник в момент возникновения разумной 

жизни. Успех его применения при решении сложных задач во мно-

гом определяется современными возможностями информационных 

технологий. Н.Н. Моисеев
1
 приводит, по его выражению, довольно 

узкое определение системного анализа: «Системный анализ – это 

совокупность методов, основанных на использовании ЭВМ и ори-

ентированных на исследование сложных систем – технических, 

экономических, экологических и т.д. Результатом системных ис-

следований является, как правило, выбор вполне определенной аль-

тернативы: плана развития региона, параметров конструкции и т.д. 

Поэтому истоки системного анализа, его методические концепции 

лежат в тех дисциплинах, которые занимаются проблемами приня-

тия решений: исследование операций и общая теория управления». 

Ценность системного подхода состоит в том, что рассмотре-

ние категорий системного анализа создает основу для логическо-

го и последовательного подхода к проблеме принятия решений. 

Эффективность решения проблем с помощью системного анализа 

определяется структурой решаемых проблем. 
                                                 

1
 Ники та Никола евич Моисе ев (10 (23) августа 1917, Москва – 29 февраля 2000) – 

советский и российский учёный в области общей механики и прикладной математики, 

академик Академии наук СССР (впоследствии РАН) (1984) и ВАСХНИЛ, почётный член 

Российской академии естественных наук (РАЕН), член Международной академии астро-

навтики (Париж), президент Российского отделения «Зелёного креста», президент Россий-

ского национального комитета содействия по Программе ОН по охране окружающей сре-

ды, президент Международного независимого эколого-политологического университета 

(1993–2000), главный редактор журнала «Экология и жизнь». Основные направления ис-

следовательской деятельности: теория системного анализа и оптимальных систем; при-

кладная математика и её приложения для решения сложных задач физики и техники; тео-

рия и методы расчёта систем управления и траекторий космических объектов и др.  
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Классификация научных проблем 

Согласно классификации, все научные проблемы подразде-

ляются на три класса: 

• хорошо структурированные (well-structured), или количе-

ственно сформулированные проблемы, в которых существенные 

зависимости выяснены очень хорошо; 

• слабо структурированные (ill-structured), или смешанные 

проблемы, которые содержат как качественные элементы, так и 

малоизвестные, неопределенные стороны, которые имеют тен-

денцию доминировать; 

• неструктурированные (unstructured), или качественно вы-

раженные проблемы, содержащие лишь описание важнейших ре-

сурсов, признаков и характеристик, количественные зависимости 

между которыми совершенно неизвестны. 

Методы решения 

Для решения хорошо структурированных количественно вы-

ражаемых проблем используется известная методология исследова-

ния операций, которая состоит в построении адекватной математи-

ческой модели (например, задачи линейного, нелинейного, динами-

ческого программирования, задачи теории массового обслужива-

ния, теории игр и др.) и применении методов для отыскания опти-

мальной стратегии управления целенаправленными действиями. 

Процедура принятия решений 

Для решения слабо структурированных проблем использует-

ся методология системного анализа, системы поддержки приня-

тия решений (СППР). Рассмотрим технологию применения си-

стемного анализа к решению сложных задач. 

Процедура принятия решений включает следующие основ-

ные этапы: 

1) формулировка проблемной ситуации; 

2) определение объекта анализа, вычленение его из внешней 

среды с учётом влияний внешней среды. 

3) определение целей; 

4) определение критериев достижения целей; 

5) построение моделей для обоснования решений; 

6) поиск оптимального (допустимого) варианта решения; 

7) согласование решения; 

8) подготовка решения к реализации; 
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9) утверждение решения; 

10) управление ходом реализации решения; 

11) проверка эффективности решения. 

3.2. Методы системного анализа 

Методологические средства, применяемые при решении про-

блем с помощью системного анализа, определяются в зависимо-

сти от того, преследуется ли единственная цель или некоторая 

совокупность целей, принимает ли решение одно лицо или не-

сколько и т. д. Когда имеется одна достаточно четко выраженная 

цель, степень достижения которой можно оценить на основе од-

ного критерия, используются методы математического про-

граммирования. Если степень достижения цели должна оцени-

ваться на основе нескольких критериев, применяют аппарат 

теории полезности, с помощью которого проводится упорядоче-

ние критериев и определение важности каждого из них. Когда 

развитие событий определяется взаимодействием нескольких лиц 

или систем, из которых каждая преследует свои цели и принима-

ет свои решения, используются методы теории игр. 

Всю совокупность методов исследования можно разбить на 

три большие группы: 

– методы, основанные на использовании знаний и интуиции 

специалистов; 

– методы формализованного представления систем управле-

ния (методы формального моделирования исследуемых процес-

сов) комплексированные методы. 

3.3. Математическое моделирование  
как метод изучения систем 

Несмотря, казалось бы, на огромное разнообразие систем 

существуют некие общие подходы к их изучению. Главным ме-

тодом изучения систем является моделирование, разработка мо-

делей. Вообще моделирование – это единственный рациональ-

ный (основанный на разуме) метод познания действительности.  

Моделирование − это построение и изучение структурных, 

логических, математических и других абстрактных моделей си-
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стем и процессов в них. Есть ещё и физическое моделирование, 

но оно используется в частных науках и в технике (уменьшенные 

копии, модели самолётов, кораблей, зданий, мостов для экспери-

ментов), но не в системных исследованиях. 
Модель – это отображение существенных свойств объекта 

(системы) при его изучении. 
 Основным методом изучения систем является математиче-

ское моделирование. А основным инструментом исследования 
математических моделей сложных систем является компьютер. 
Только для некоторых очень простых математических моделей си-
стем могут быть получены аналитические (в виде формул) реше-
ния. Математические модели представляют собой системы уравне-
ний (чаще всего – дифференциальных уравнений) и ограничений (в 
виде равенств и неравенств). Эти системы разрабатываются исходя 
из базовых «законов природы» и конкретных теорий в данной 
предметной области. В общем, для построения хороших математи-
ческих моделей надо знать предметную область, нужные разделы 
математики и применять системный подход. Такие модели назы-
вают системными или моделями «прозрачного ящика». Они – 
основные в технике. Например: модель процесса выведения спут-
ника на орбиту, или модель работы прокатного стана. Применяют-
ся они и в экономике предприятия (модели «индустриальной дина-
мики»), и в мировой экономике (модели «глобальной динамики» 
Римского клуба), и в экологии (модель «ядерной зимы»), и во мно-
гих других областях. Эти модели очень трудоёмки и для них кри-
тически важна проблема надёжных исходных данных. Но это – 
главное направление моделирования в эпоху компьютеров. 

 Для многих сложных систем по разным причинам трудно 
(или не нужно) построить хорошую физичную модель. Пример: 
экологические, экономические, социальные системы. В этом слу-
чае известны входы и выходы системы и имеется много данных о 
её «работе». Это – так называемая модель «чёрного ящика», или 
кибернетическая модель. Если здесь можно применить методы 
математической статистики и теории вероятностей, то это – ста-
тистический метод моделирования, прикладной статистиче-
ский анализ. А модели называются статистическими. Напри-
мер, модели систем массового обслуживания (они моделируют 
процессы получения и обработки заявок, поступающих случай-
ным образом на входы системы).  
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Частным видом математических моделей всех видов являют-
ся оптимизационные модели. Соединение физических моделей 
сложных систем со статистическими методами формирования 
наборов исходных данных и обработки результатов называется 
имитационным моделированием, а сами модели – имитацион-
ными. Исследование поведения систем при помощи имитацион-
ных математических моделей и компьютеров называется вычис-
лительным экспериментом. 

 В системном анализе ключевую роль играют системно-

структурные или просто структурные модели, представляющие 
проблему в виде системы с определенной структурой. При по-
строении их используется теория графов. Структурные модели 
могут при необходимости дополняться любыми другими. 

На математическом моделировании базируется процесс при-
нятия решений. В процессе принятия решений ЛПР выбирает 
наилучшее, оптимальное решение по некоторым критериям при-
нятия решений.  

Наиболее часто принимаются следующие критерии принятия 
решений: критерий Лапласа, Вальда, Севиджа, Гурвица, Бейеса др. 

3.3.1. Критерий Лапласа 

Этот критерий опирается на принцип недостаточного обос-
нования, по которому считается, что наступление всех состояний 

природы равновероятно, то есть 1 2

1
...   np p p

n
, а оптималь-

ной считается стратегия iA , обеспечивающая 
1

max
 
 
 
 ij

j

i

a
n

. 

3.3.2. Критерий Вальда  
(минимаксный или максиминный критерий) 

Этот критерий является наиболее осторожным, поскольку 
основан на выборе наилучшей из наихудших возможностей: 

max(min )ij
i

j

a – в случае нахождения выигрыша; 

min(max )ij
j

i

a – в случае нахождения потерь. 

Это пессимистические критерии. 
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3.3.3. Критерий Сэвиджа (минимаксного риска) 

Критерий Вальда настолько пессимистичен, что может при-

вести к нелогичным выводам. Рассмотрим следующую матрицу 

потерь, которая обычно приводится в качестве классического 

примера для обоснования «менее пессимистичного» критерия 

Сэвиджа (табл. 3.1). 
Таблица 3.1 

Матрица потерь 

 
В1 В2 

А1 11000 90 

А2 10000 10000 

 

Применение минимаксного критерия приводит к выбору 

стратегии 2A , хотя интуитивно можно выбрать 1A , так как при 

этом выборе можно надеяться на то, что возможно проиграть 90, 

тогда как выбор 2A  всегда приводит к потерям в 10000 единиц 

при любом состоянии погоды. 

Критерий Сэвиджа «исправляет» положение введением но-

вой матрицы потерь, в которой ija заменяются на ijr , определяе-

мые следующим образом: 

max{ } , если доход,

max{ }, если потери.

 


 
 

kj ij ij

k
ij

ij kj ij

a a a

r
a a a

 

Это означает, что ijr  есть разность между наилучшим значе-

нием в столбце j  и значением ija .По существу, ijr  выражает со-

жаление лица, принимающего решение, по поводу того, что он не 

выбрал наилучшего действия относительно состояния j . Матри-

ца  ijR r  называется матрицей сожаления или матрицей риска.  

Найдем оптимальную стратегию предыдущей задачи по это-

му критерию: 

1000 0

0 9910

 
  
 

R . 

Применим к матрице «сожаления» R  минимаксный крите-

рий. Получим, что оптимальной стратегией будет – 1A . 
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Отметим, что независимо от того, ija  – доход или потери, ijr  – 

всегда потери. Поэтому к матрице «сожаления» всегда применя-

ется минимаксный критерий.  

3.3.4. Критерий Гурвица (пессимизма-оптимизма) 

Этот критерий охватывает ряд различных подходов к приня-

тию решений: от наиболее оптимистичного до наиболее пессими-

стичного. 

При оптимистичном подходе выбирают стратегию, дающую: 

max(max )ij
i

j

a , если ija  – выигрыш, 

и min(min )ij
i

j

a ,  если ija  – потери. 

Аналогично при наиболее пессимистичных предположениях 

выбираемое решение соответствует: max(min )ij
i

j

a , если ija  – 

выигрыш, и min(max )ij
i

j

a , если ija  – потери. 

Критерий Гурвица устанавливает баланс между случаями 

крайнего оптимизма и пессимизма взвешиванием обоих способов 

поведения с соответствующими весами. 

Если ija – прибыль, то выбирается стратегия по правилу: 

max{ (max ) (1 min } ij ij
i

j

a a a a . 

Если ija  – затраты, критерий выбирает стратегию, дающую 

min{ (min ) (1 max } ij ij
i

j

a a a a . 

Параметр a  интерпретируется как показатель оптимиз-

ма; при 1a  критерий слишком оптимистичный, при 0a  он 

слишком пессимистичный. Значение a  между 0 и 1 может опре-

деляться в зависимости от склонности лица, принимающего ре-

шение, к пессимизму или оптимизму; 0,5a  представляется 

наиболее разумным. Анализ практических ситуаций обычно про-

водится на основе нескольких критериев, что позволяет глубже 

исследовать суть явления. 
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Пример 3.1 
Одно из предприятий должно определить уровень предложе-

ния услуг так, чтобы удовлетворить потребности клиентов. Точ-
ное число клиентов неизвестно, но ожидается, что оно может 
принимать одно из следующих значений: 200, 250, 300, 350. Для 
каждого из этих возможных значений существует наилучший 
уровень предложения (с точки зрения возможных затрат). Откло-
нения от этих уровней приводят к дополнительным затратам либо 
из-за превышения предложения над спросом, либо из-за неполно-
го удовлетворения спроса. 

Потери в зависимости от ситуации приведены в табл. 3.2 
Таблица 3.2 

Потери 

Предложения 
Клиенты 

1 2 3 4 max 

1a  5 10 18 25 25 

2a  8 7 8 23 23 

3a  21 18 12 21 21 

4a  30 22 19 15 30 

 

Критерий Вальда  

Так как ia  – потери, применяем минимаксный критерий. 

min(max ) min(25, 23, 21, 30) 21 ij
i

j

a . Оптимальной страте-

гией будет А3. 

Критерий Лапласа  
Пусть стратегии 2-го игрока равновероятны. Следователь-

но 1 2 4

1

4
  p p p .  

Тогда 

1

1 1 1 1
( ) 5 10 18 25 14,5

4 4 4 4
        E a  

3

1
( ) (21 18 12 21) 18

4
    E a  

4

1
( ) (30 22 19 25) 21,5

4
    E a  

Таким образом, наилучшим уровнем предложения в соответ-

ствии с критерием Лапласа будет стратегия 2а . 
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Критерий Сэвиджа  

Построим матрицу риска: 

0 3 10 10 10

3 0 0 8 8

16 11 4 6 16

25 15 11 0 25

R

 
 
 
 
 
 

 

Лучшая стратегия 2а . 

Критерий Гурвица 

Пусть 
1

2
a  . 

 
min ij

j
a  max ij

j
a  min (1 )maxij ij

j
j

a a a a   

1a  5 25 5/2+25/2=15 

2a  7 23 7/2+23/2=15 

3a  12 21 12/2+21/2=16,5 

4a  15 30 15/2+30/2=22,5 

Лучшие стратегии 1а  и 2а . 

В соответствии с 3-мя критериями рекомендуется выбрать 

стратегию 2a . 

Критерий Байеса  

Если вероятности состояний природы – jp  известны, то 

можно пользоваться критерием Байеса, согласно которому оп-

тимальной считается чистая стратегия, соответствующая 

максимальному среднему выигрышу: max maxi j j
i

j

a a p  , если – 

выигрыш и минимальным средним потерям: min mini j j
i

j

a a p  , 

если ia  – потери.  

Если в предыдущем примере известны вероятности спроса

1 1 1 1
, , ,

2 4 8 8
p

 
  
 

, то для нахождения оптимальной стратегии 

необходимо найти средние потери для каждой чистой страте-
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гии предприятия и выбрать ту, которая обеспечивает минимум 

средних потерь: 
83 77 153 198 77min , , ,

88 8 8 8

 
 

 
. стратегия 2а .  

Можно показать, что та стратегия, которая обращает в 

максимум средний выигрыш, обращает в минимум и средний риск. 

Все рассмотренные критерии были сформулированы для чи-

стых стратегий, но каждый из них может быть распространен 

и на смешанные стратегии, подобно тому, как это делается в 

теории игр. В теории статистических решений смешанные 

стратегии имеют смысл при многократном повторении игры. 

Но многократно повторяя игру, можно определить часто-

ты повторений той или иной ситуации и в дальнейшем приме-

нять стохастический подход к задаче принятия решений. 

Если использовать смешанные стратегии, то критерий 

Вальда формулируется следующим образом: оптимальной будет 

смешанная стратегия, обеспечивающая, т. е. максимизирующая 

средний выигрыш (если ia  – выигрыш. 

3.4. Принятие решений при многих критериях 

Обычно считается, что выбранным (а потому – приемлемым, 

выгодным, лучшим) является такое допустимое решение, которое 

наиболее полно удовлетворяет желаниям, интересам или целям 

данного лица, принимающего решения (ЛПР). Стремление ЛПР 

достичь определенной цели нередко в математических терминах 

удается выразить в виде максимизации (или минимизации) неко-

торой числовой функции, заданной на множестве X . Однако в 

более сложных ситуациях приходится иметь дело не с одной, а 

сразу несколькими подобного рода функциями. Так будет, когда 

исследуемое явление, объект или процесс рассматриваются с раз-

личных точек зрения и для формализации каждой точки зрения 

используется соответствующая функция. Если явление изучается 

в динамике, поэтапно и для оценки каждого этапа приходится 

вводить отдельную функцию, − в этом случае также приходится 

учитывать несколько функциональных показателей.  

Принятие решения при многих критериях считается, что задан 

набор числовых функций 1 2, ,..., mf f f , 2m , определенных на 
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множестве возможных решений X . В зависимости от содержания 

задачи выбора эти функции именуют критериями оптимальности, 

критериями эффективности или целевыми функциями. 

Пример 3.2 (задача выбора наилучшего проектного решения).  

В этой задаче множество X  состоит из нескольких конкурс-

ных проектов (например, строительства нового предприятия), а 

критериями оптимальности могут служить стоимость осуществ-

ления проекта 1f  и величина прибыли 2f , которую обеспечит 

данное проектное решение (т.е. построенное предприятие). 

Если ограничить рассмотрение данной задачи лишь одним 

критерием оптимальности, практическая значимость решения та-

кой задачи будет незначительной. В самом деле, при использова-

нии только первого критерия будет выбран самый дешевый про-

ект, но его воплощение может привести к получению недопусти-

мо малой прибыли. С другой стороны, на строительство самого 

прибыльного проекта, выбранного на основе второго критерия 

оптимальности, может просто не хватить имеющихся средств. 

Поэтому в данной задаче необходимо учитывать оба указанных 

критерия одновременно. Если же дополнительно стараться ми-

нимизировать нежелательные экологические последствия строи-

тельства и функционирования предприятия, то к двум перечис-

ленным следует добавить еще один – третий критерий, учитыва-

ющий экологический ущерб от строительства предприятия. Что 

касается ЛПР, то в данной задаче таковым является глава адми-

нистрации района, на территории которого будет построено 

предприятие, при условии, что это предприятие является госу-

дарственным. Если же предприятие – частное, то в качестве ЛПР 

выступает глава соответствующей фирмы. 

Указанные выше числовые функции 1 2, ,..., mf f f  образуют 

векторный критерий 1 2( , ,..., ) mf f f f  который принимает значе-

ния в пространстве m -мерных векторов mR . Это пространство 

называют критериальным пространством или пространством 

оценок, а всякое значение 1 2( ) ( ( ), ( ),..., ( ))  m
mf x f x f x f x R  век-

торного критерия f  при определенном x X  именуют вектор-

ной оценкой возможного решения X . 
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Все возможные векторные оценки образуют множество воз-

можных оценок (возможных или допустимых векторов) 

( ) { / ( ) при некотором }mY f X y R y f x x X      

3.5. Начальные понятия многокритериального выбора 

Наряду с множеством выбираемых решений удобно ввести в 

рассмотрение множество выбираемых векторов (выбираемых оце-

нок) ( ) ( ( )) { / ( ) при некотором ( )}mС Y f С X y R y f x x С X     , 

представляющее собой некоторое подмножество множества Y . 

Как правило, между множествами возможных решений X  и 

соответствующим множеством векторов Y можно установить 

взаимно однозначное соответствие, т.е. каждому возможному 

решению поставить в соответствие определенный возможный 

вектор, и обратно – каждому возможному вектору сопоставить 

определенное возможное решение. В таких случаях выбор во 

множестве решений с математической точки зрения равносилен 

выбору во множестве векторов и все определения и результаты 

можно формулировать как в терминах решений, так и в терминах 

векторов, причем при желании всегда можно без труда осуще-

ствить переход от одной формы изложения к другой. 

3.6. Многокритериальная задача 

Задачу выбора, которая включает множество допустимых ре-

шений X  и векторный критерий f , обычно называют многокри-

териальной задачей или задачей многокритериальной оптимизации.  

Необходимо отметить, что формирование математической 

модели принятия решений (т.е. построение множества X  и век-

торного критерия f ) нередко представляет собой сложный про-

цесс, в котором тесно взаимодействуют специалисты двух сто-

рон. А именно, представители конкретной области знаний, к ко-

торой относится исследуемая проблема, и специалисты по приня-

тию решений (математики). С одной стороны, следует учесть все 

важнейшие черты и детали реальной задачи, а с другой, – постро-

енная модель не должна оказаться чрезмерно сложной с тем, что-

бы для ее исследования и решения можно было успешно приме-
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нить разработанный к настоящему времени соответствующий ма-

тематический аппарат. Именно поэтому этап построения матема-

тической модели в значительной степени зависит от опыта, инту-

иции и искусства исследователей обеих сторон. 

Его невозможно отождествить с простым формальным при-

менением уже известных, хорошо описанных алгоритмов. Здесь 

следует еще добавить, что любая задача выбора (в том числе и 

многокритериальная) тесно связана с конкретным ЛПР. Уже на 

стадии формирования математической модели при построении 

множества возможных решений и векторного критерия дело не 

обходится без советов, рекомендаций и указаний ЛПР, тем более 

что векторный критерий как раз и служит для принятия решения 

при многих критериях для выражения целей ЛПР. 

При этом ясно, что построить модель, в точности соответ-

ствующую всем реальным обстоятельствам, невозможно. Модель 

всегда является упрощением действительности. Важно добиться, 

чтобы она содержала те черты и детали, которые в наибольшей 

степени влияют на окончательный выбор наилучшего решения. 

Предположим, что указанные две компоненты задачи выбора 

сформированы, четко описаны и зафиксированы. Опыт показыва-

ет, что в терминах критерия f  чаще всего не удается выразить 

всю гамму «пристрастий», «вкусов» и предпочтений данного ЛПР. 

С помощью векторного критерия лишь намечаются определенные 

локальные цели, которые нередко оказываются взаимно противо-

речивыми. Эти цели одновременно, как правило, достигнуты быть 

не могут, и поэтому требуется дополнительная информация для 

осуществления компромисса. По этой причине помимо векторного 

критерия следует располагать какими-то дополнительными сведе-

ниями о предпочтениях ЛПР. С этой целью необходимо включить 

в многокритериальную задачу еще один элемент, который позво-

лил бы выразить и описать эти предпочтения. 

3.7. Отношение предпочтения 

Рассмотрим два допустимых решения: 'x  и ''x . Предполо-

жим, что после предъявления ЛПР этой пары решений, оно вы-
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бирает (отдает предпочтение) первое из них. В этом случае пи-

шут ''' xx X .  

Знак X  служит для обозначений предпочтений данного 

ЛПР, выражаемых отношением строгого предпочтения, или ко-

роче – отношением предпочтения. Следует отметить, что не вся-

кие два возможных решения 'x  обязательно связаны соотноше-

нием ''' xx X , либо соотношением ''' xx X . 

Иначе говоря, не из любой пары решений ЛПР может сделать 

окончательный выбор. Вполне могут существовать такие пары, 

что ЛПР не в состоянии отдать предпочтение какому-то одному 

решению данной пары, даже если это пара различных решений. 

Описанная ситуация вполне соответствует реальному положению 

вещей. Более того, если бы от ЛПР требовалась способность в 

произвольной паре возможных решений уметь определять реше-

ние, более предпочтительное по сравнению с другим, то в таком 

случае теория, построенная на указанном «жестком» требовании 

к ЛПР, не имела бы практического интереса. 

Отношение предпочтения X , заданное на множестве воз-

можных решений, естественным образом, а именно 

''')''()'( xxxfxf Y    для всех Xxx '','  индуцирует (порож-

дает) отношение предпочтения Y  на множестве возможных век-

торов Y .Тем самым, вектор )''('' xfY   является предпочтитель-

нее вектора )'(' xfY   тогда и только тогда, когда решение x' 

предпочтительнее решения x" (т.е. ''' xx X ). 

3.8. Модель многокритериального выбора  

Теперь можно сформулировать все основные компоненты за-

дачи многокритериального выбора. Постановка всякой задачи 

многокритериального выбора включает: 

1) множество возможных решений X ; 

2) векторный критерий f  вида ),...,,( 21 mffff  ; 

3) отношение предпочтения X . 

Само ЛПР в постановку задачи многокритериального выбора 

не включено. В этом нет необходимости. Подразумевается, что 

все его устремления, вкусы, пристрастия и предпочтения, оказы-
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вающие влияние на процесс выбора, «материализованы» в тер-

минах векторного критерия и отношения предпочтения. Задача 

многокритериального выбора состоит в отыскании множества 

выбираемых решений )(XC , XXC )( , с учетом его отношения 

предпочтения X на основе заданного векторного критерия f , 

отражающего набор целей ЛПР. Приведенная задача многокри-

териального выбора выписана в терминах решений. Нередко дан-

ную задачу формулируют в терминах векторов. В таком случае 

она содержит два объекта: 

1) множество возможных векторов Y , mRY  ; 

2) отношение предпочтения Y , 

и заключается в отыскании множества выбираемых векторов 

)(YC , YYC )( , с учетом отношения предпочтения ЛПР Y . 

Как указано выше, две приведенные задачи (в терминах ре-

шений и в терминах векторов) в указанном выше смысле эквива-

лентны, поэтому, руководствуясь соображениями удобства, име-

ет смысл изучать любую из них, а затем в случае необходимости 

полученные результаты всегда можно переформулировать в тер-

минах другой задачи. 

3.9. Принятие решений при многих критериях. 
Бинарные отношения 

Для описания и изучения упомянутого в предыдущем разделе 

отношения предпочтения существует специальное математиче-

ское понятие – бинарное отношение. Однако прежде чем его 

формулировать, напомним определение декартова произведения 

двух множеств. Для этого сначала целесообразно вспомнить по-

нятие упорядоченного множества. Как известно, для множеств 

изменение порядка следования элементов, а также добавление и 

удаление одинаковых элементов не изменяет данного множества. 

Но существуют такие множества, для которых порядок имеет 

существенное значение. Такие множества называются упорядо-

ченными. Если для обозначения неупорядоченных множеств, 

рассматриваемых нами ранее применялись фигурные скобки 

«{...}», то для обозначения упорядоченных множеств использу-

ются круглые «(…)» или угловые скобки «<...>». Упорядоченные 



53 

множества ещё называют кортежами. Примером упорядоченного 

множества могут служить координаты точки в n мерном про-

странстве 1 2( , ,..., )nA a a a . Как известно, перемена мест элемен-

тов такого множества, а также удаление или приписывание оди-

наковых элементов существенно меняет его смысл. 

Количество элементов в упорядоченном множестве называют 

его длиной. Так, 1 2 3( , , )X x x x  является упорядоченным множе-

ством или кортежем длиной 3, 1 2( , ,..., )nA a a a  – упорядоченным 

множеством длиной n . 

Кортеж длиной 2 называется упорядоченной двойкой или 

упорядоченной парой, длиной 3─ упорядоченной тройкой. Таким 

образом могут быть рассмотрены упорядоченные четвёрки, пя-

тёрки, и т.д., упорядоченные n ки. 

Кортежи 1 2, ,..., na a a   и 1 2, ,..., kb b b называются равными, 

если они имеют одинаковую длину и их элементы с одинаковыми 

номерами совпадают, т.е. 1 2, ,..., na a a = 1 2, ,..., kb b b  , если 

n k  и для i ii a b  . 

Пример 3.3.  

Кортежи 
1 2 3 4

1 1 1 1
, , ,

2 2 2 2
   и 

1 1 1 1
, , ,
4 162 8

   равны, т.к. оба 

кортежа имеют одинаковую длину, равную 4, и равны элементы с 

одинаковыми номерами 
1

1 1

22
 , 

2

1 1

42
 , 

3

1 1

82
 , 

4

1 1

162
 . 

Из двух данных кортежей 1 2, ,..., na a a   и 1 2, ,..., kb b b   

длины n  и k , где ia A  , 1,i n , jb B , 1,j k , можно составить 

новый кортеж длины n k , элементы которого 

1 2 1 2, ,..., , , ,...,n ka a a b b b   принадлежат множеству A B . Эта 

операция называется соединением кортежей. 

Рассмотрим два произвольных множества X  и Y . Прямым 

или декартовым произведением двух множеств X  и Y  называет-

ся такое множество, которое состоит из тех и только тех упоря-

доченных пар, первый элемент которых является элементом 

множества X , а второй – элементом множества Y. Высказыва-

тельная форма декартова произведения имеет следующий вид: 

 ( , ) / ,X Y a b a X b Y    . Является очевидным, что 
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X Y Y X   . Прямое произведение может быть распространено 

на большее количество декартовых сомножителей: 

1 2 1 2 1 1 2 2... {( , ,..., ) / , ,..., }n n n nX X X a a a a X a X a X       . 

Как видно из высказывательной формы, элементами декарто-

вого произведения при количестве сомножителей, равном n  яв-

ляются упорядоченные n ки. 

Пример 3.4. 

Рассмотрим множества X  и Y : 1 2 3{ , , }X x x x , 

1 2 3 4{ , , , }Y y y y y . Тогда декартово произведение X Y  составля-

ет множество: 

1 1 1 2 1 3 1 4 2 1 2 2 2 3{( , ),( , ),( , ),( , ),( , ),( , ),( , ),X Y x y x y x y x y x y x y x y   

2 4 3 1 3 2 3 3 3 4( , ),( , ),( , ),( , ),( , )}x y x y x y x y x y . 

Пример 3.5 

Рассмотрим множества X , Y  и Z : 1 2 3{ , , }X x x x , 

1 2 3{ , , }Y y y y , 1 2 3{ , , }Z z z z . Составим декартово произведение 

трёх множеств X , Y  и Z : 

1 1 1 1 1 2 1 1 2 1 2 1 1 2 2{( , , ),( , , ),( , , ),( , , ),( , , ),X Y Z x y z x y z x y z x y z x y z    

1 2 3 1 3 1 1 3 2 1 3 3 2 1 1 2 1 2( , , ),( , , ),( , , ),( , , ),( , , ),( , , ),x y z x y z x y z x y z x y z x y z  

2 1 3 2 2 1 2 2 2 2 2 3 2 3 1 2 3 2( , , ),( , , ),( , , ),( , , ),( , , ),( , , ),x y z x y z x y z x y z x y z x y z  

2 3 3 3 1 1 3 1 2 3 1 3 3 2 1 3 2 2( , , ),( , , ),( , , ),( , , ),( , , ),( , , ),x y z x y z x y z x y z x y z x y z  

3 2 3 3 3 1 3 2 2 3 2 3 3 3 1 3 3 2( , , ),( , , ),( , , ),( , , ),( , , ),( , , ),x y z x y z x y z x y z x y z x y z  

3 3 3( , , )}x y z . 

Если число элементов множества A  обозначить как A , то 

можно записать: A B A B   . 

Степень множества 

Рассмотрим декартово произведение 1 2 ... nX X X   , в ко-

тором декартовы сомножители совпадают: 1 2 ... nX X X   . 

Обозначим каждое из этих множеств через X . Тогда декартово 

произведение 1 2 ... nX X X    представляет собой декартову 

n ю степень множества X : 1 2 ... n
nX X X X    . Декартова 

степень множества X  с показателем степени n  представляет со-



55 

бой множество упорядоченныхn ок . Высказывательная форма 

множества nX  имеет вид: 

1 2 1 1 2 2{( , ,..., ) / , ,..., }n
n n nX x x x x X x X x X    . 

Пример 3.6 

Рассмотрим множество 1 2 3{ , , }X x x x . Найдём для него вто-

рую декартову степень: 
2

1 1 1 2 1 3 2 1 2 2 2 3{( , ),( , ),( , ),( , ),( , ),( , ),X x x x x x x x x x x x x

3 1 3 2 3 3( , ),( , ,),( , )}x x x x x x . 

Аналогично можно задать множество, представляющее собой 

третью декартову степень множества X : 
3

1 1 1 1 1 2 1 1 3 2 1 1 2 1 2{( , , ),( , , ),( , , ),( , , ),( , , ),X x x x x x x x x x x x x x x x

2 1 3 3 1 1 3 1 2 3 1 3 1 2 1 1 2 2( , , ),( , , ),( , , ,),( , , ),( , , ),( , , ),x x x x x x x x x x x x x x x x x x  

1 2 3 1 3 1 1 3 2 1 3 3( , , ),( , , ),( , , ),( , , )}x x x x x x x x x x x x . 

Если число элементов множества X  обозначить как X , то 

nnX X . 

Сечение и проекция 

Сначала разберём понятие проекции. Рассмотрим некоторое 

множество C A B   и t C . В соответствии с определением 

элемент t  представляет собой упорядоченную пару ( , )t a b , 

первый элемент которой принадлежит множеству A , а второй – 

множеству B : a A , b B . Элемент a  является проекцией мно-

жества t  на множество A  и обозначается Aa пр C , а b   проек-

цией множества t  на множество B  и обозначается Bb пр C . 

Рассмотрим множество Е , которое представляет собой под-

множество множества C : E C . 

Можно говорить о проекции подмножества E на множества 

A и B . 

Проекцией множества E  на множество A  называется множе-

ство тех элементов, которые являются проекциями всех элементов 

множества E  на множество A . Высказывательная форма проек-

ций множества E  на множества A  и B  записывается в виде: 

 / ( , )Anp E a A a b E   ,  / ( , )Bnp E b B a b E   . 
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Пример 3.7 

Рассмотрим множества 1 2 3 4{ , , , }A a a a a  и 

1 2 3 4 5{ , , , , }B b b b b b . Множество C A B   зададим табл. 3.3. 
Таблица 3.3 

Декартово произведение BAC   

A
B

1a

2a

3a

4a

1b 2b 3b
4b  

5
b











 

Зададим множество E A B   методом перечисления его 

элементов: 

2 1 2 3 3 2 3 4 4 2{( , ),( , ),( , ),( , ),( , )}E a b a b a b a b a b . 

Тогда если 3 2( , )t a b , то 3Aпр t a , 2Bпр t b , 2 3 4{ , , }Aпр E a a a , 

1 3{ , }Bпр E b b . 

Пример 3.8. 

Декартово произведение A B  . Если A  и B  представля-

ют собой множества действительных чисел, то геометрической 

интерпретацией множества   является множество точек плоско-

сти AOB  (рис.  3.1). 

A

B

1a




 

 

 

 
1t

2t

3t

4t

5t

6t

1b

2a 3a

3b

4a

 
4

b

5a
6a

5b

6b

2b





D

F

 
Рис. 3.1. Множество BA  для примера 3.8 
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Рассмотрим подмножество 1  , представляющее собой 

некоторую кривую 1 DF  , и множество  , в свою очередь яв-

ляющееся подмножеством 1 , 1 2 3 4 5 6{ , , , , , }t t t t t t . Проекци-

ями множества   на множества A  и B  являются следующие 

множества: 

A 1 2 3 4 5 6{ , , , , , }пр a a a a a a , B 1 2 3 4 5 6{ , , , , , }пр b b b b b b . 

Множество C  может представлять собой декартово произве-

дение множеств, число которых больше двух: 

1 2 1 1 1{ ... ... ... }i i i i k i k nC X X X X X X X X               . 

Если рассмотреть некоторое подмножество этого множества 

E C , то можно говорить о проекции этого множества на мно-

жество 1 ...i i i kX X X     : 

1 ... 1 1 1 2 1 1 1 1{( ,... , , ,..., ) / ,..., ,
i i i kX X X i i k i k n i iпр E x x x x x x X x X

              

1 1 2 2, ,..., }i k i k i k i k n nx X x X x X          .  

Разберём понятие «сечение». Рассмотрим некоторый элемент 

x  из множества A . Тогда сечение множества E  элементом a  

называется множество элементов из B , которые составляют упо-

рядоченную пару из множества E : { / ( , ) }xсеч E y B x y E   . 

Аналогично можно рассматривать сечение множества E  элемен-

том y : { / ( , ) }Yсеч E x A x y E   . 

Пример 3.9 

Рассмотрим множества 1 2 3 4{ , , , }A a a a a , 1 2 3 4 5{ , , , , }B b b b b b  

и множество C A B  , заданное табл.3.3. Тогда сечением мно-

жества E A B   элементом 3a  является множество 

3 2 4E {b , }aСеч b , а сечением множества E A B   элементом 2b  

является множество 
2 3 4E { , }bСеч a a . 

Рассмотрим понятие сечения, когда множество E  является 

подмножеством множества 

1 2 1 1 1{ ... ... ... }i i i i k i k nC X X X X X X X X               . 

Тогда сечение множества E  элементом i ix X  представляет 

собой множество, задаваемое высказывательной формой 

1 2 1 1 1 2 1 1{( , ,..., , ,..., ) / ( , ,..., , , ,..., ) }
ix i i n i i i nСеч E x x x x x x x x x x x E     . 
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Можно говорить о сечении множества E  более сложным 

элементом, представляющим собой упорядоченное множество 

1( , ,..., )i i i kx x x  : 

1( , ,..., )

1 2 1 1 1 1 1{( , ,..., , ,..., ) / ( ,..., , ,..., , ..., ) }

i i i kx x x

i i k n i i i k i k n

Сеч E

x x x x x x x x x x x E

 

      



 
 

Соответствия 

Рассмотрим два произвольных множества X  и Y . Допустим, 

что некоторым элементам множества X , по какому то закону Q  

ставятся в соответствие некоторые элементы Y . Таким образом, 

некоторые элементы множества X сопоставляются по закону Q с 

некоторыми элементами множества Y . Если способ сопоставле-

ния Q  определен, то говорят на множествах X  и Y  задано соот-

ветствие (рис. 3.2). 





 

 

 

 
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 

 
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1

b  
2

b

 
3

b
 

4
b

 
5

b

 
6

b 

 Q
Закон

 X  Y

7b

 
Рис. 3.2. Геометрическая интерпретация соответствия 

 

Элементами множеств X  и Y  могут быть как числа, так и 

любые объекты, например, списки сотрудников и их зарплаты, 

списки студентов и их оценки по предметам и т.д. Соответствие 

представляет собой математический объект, который формально 

описывается кортежем длиной 3 (упорядоченной тройкой): 

, ,q X Y Q  , где X область отправления соответствия. Это 

множество X , некоторые элементы которого сопоставляются по 

закону Q  с элементами множества Y . В соответствии 

, ,q X Y Q   не все элементы множества X  участвуют в сопо-

ставлении. Во множестве X  остаются свободные элементы. Y   
область прибытия соответствия. Это множество, с элементами 

которого сопоставляются по закону Q  элементы множества X . 
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В соответствии , ,q X Y Q   не все элементы множества Y  

участвуют в сопоставлении. Во множестве Y  могут существовать 

свободные элементы: 

Q это закон, который некоторым элементам множества X

ставит в соответствие один или несколько элементов множества 

Y . Закон Q  называется графиком соответствия и представляет 

собой подмножество декартового произведения областей прибы-

тия X  и отправления Y : Q X Y  . Согласно рисунку 3.2. гра-

фик соответствия Q  представляет собой множество упорядочен-

ных пар: 1 1 4 4 5 4 3 6 3 5{( , ),( , ),( , ),( , ),( , )}Q a b a b a b a b a b . 

Подмножество элементов из множества X , которые участ-

вуют в сопоставлении, называется областью определения соот-

ветствия. 

Область определения соответствия представляет собой не что 

иное, как проекцию графика соответствия Q  на множество X : 

Q { / ( , ) }Xпр a X a b Q   . 

Подмножество элементов множества Y , которые участвуют 

в сопоставлении, называются областью значений соответствия. 

Область значений соответствия представляет собой проекцию 

графика соответствия Q  на множество Y : 

Q { / ( , ) }Yпр b Y a b Q   . 

Возьмем любой произвольный элемент из области определе-

ния соответствия Xпр Q . Дадим определение образа элемен-

та. Образом элемента   называется множество таких элементов 

из Yпр Q , которые составляют упорядоченную пару с элементом 

  в рамках графика соответствия Q . Образ элемента обозначает-

ся ( )Q   или Q  и формально описывается высказывательной 

формой: 

( ) { / ( , ) }Q y Y y Q     . 

Пример 3.10 

Найдём образ элемента 3a  из области определения соответ-

ствия 1 1 4 4 5 4 3 6 3 5{( , ),( , ),( , ),( , ),( , )}Q a b a b a b a b a b , геометрическая 

интерпретация которого приведена на рис.3.2.: 3 5 6( ) { , }Q a b b . 
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Возьмем любой произвольный элемент из области значений 

соответствия Yпр Q . Дадим определение прообраза элемен-

та. Прообразом элемента   называется множество таких элемен-

тов из Xпр Q , которые составляют упорядоченную пару с элемен-

том   в рамках графика соответствия Q . Прообраз элемента обо-

значается 1( )Q   или 1Q
  и формально описывается высказыва-

тельной формой: 1( ) { / ( , ) }Q x X x Q      . 

Пример 3.11 

Найдём прообраз элемента 4b  из области значений соответ-

ствия 1 1 4 4 5 4 3 6 3 5{( , ),( , ),( , ),( , ),( , )}Q a b a b a b a b a b , геометрическая 

интерпретация которого приведена на рис. 3.2.: 
1

4 4 5( ) { , }Q b a a  . 

Существует понятие обратного соответствия. Соответствием, 

обратным данному , ,q X Y Q  , называется соответствие 
1 1, ,q Y X Q   . Геометрическая интерпретация обратного соот-

ветствия получается посредством изменения направления стрелок 

на обратные. Область отправления исходного соответствия стано-

вится областью прибытия обратного соответствия, и наоборот. 

Композиция соответствий. 

Рассмотрим два соответствия: ( , , ),q X Y Q Q X Y    и 

( , , ),Y Z Г Г X Y    , для которых справедливо равенство 

Y Xпр Q пр  . Такие соответствия могут составить композицию 

(или произведение), график которой обозначается как Q  . 

Композицию соответствий Q называют ещё произведением 

или суперпозицией соответствий. Высказывательная форма гра-

фика композиции соответствий имеет вид: 

{( , ), , , Q / ( , ) ( , ) }YQ x y x X y Y c пр x c Q c y         . 

При композиции соответствий Q   каждому элементу 

i Xa пр Q  ставится в соответствие элемент i Zd пр  , такой, что 

( )i iQ a b , Yb пр Q , ( )i ib d   (рис. 3.3.) 

При композиции соответствий Q   каждому элементу 

i Xa пр Q  ставится в соответствие элемент i Zd пр  , такой, что 

( )i iQ a b , Yb пр Q , ( )i ib d  . Образ элемента ia  можно пред-

ставить как . ( ) ( ( ))i i id Q a Q a    . Таким образом, отображе-



61 

ние через точку ib  отображает точку ia  в точку id : 

( ) ( ) ( ( ))i i iQ a b Q a     . 


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Рис. 3.3. Геометрическая интерпретация композиции соответствий 

 

Это можно отобразить в виде схемы, представленной на 

рис. 3.4. 

2a 
2b


 Q 

Q

 
Рис. 3.4. Схема суперпозиций соответствий Q  и   

 

Отображения 

Рассмотрим некоторое соответствие , ,g A B G  , G A B  . 

Допустим, что это соответствие обладает следующим свой-

ством Aпр G A , т.е. область определения соответствия совпадает 

с областью отправления. Это соответствие всюду определено на 

всем множестве A, т.е. все элементы множества A  участвуют в 

сопоставлении. Относительно области прибытия, т.е. множества 

B , ничего не говорится. 
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Такое всюду определенное соответствие называется отобра-

жением и формально записывается следующим образом: 

:G A B  или 
G

A B . 

Таким образом, любое отображение является соответствием, 

но не наоборот. В связи с этим для отображений сохраняются по-

нятия обратного отображения, композиции отображений, образа 

элемента, прообраза элемента. 

Отношения. 

Математическое понятие «отношение», так же как понятие 

множества, является очень широким и общим. Рассмотрим отоб-

ражение : A B  , A B  . Допустим, что множество A  сов-

падает с множеством B : A B . Тогда имеем отображение, задан-

ное на одном множестве : A A  , A A  , 2A  . В этом 

случае говорят, что на множестве A  задано отношение 2A  . 

Отношение ─ всюду определённое соответствие между равными 

множествами. Отношения, заданные на некоторых числовых 

множествах, могут выражаться терминами «быть равным», «быть 

больше», «быть меньше», «быть делителем» и т.д. Отношение во 

множестве линий на плоскости могут выражаться терминами 

«быть параллельными», «пересекаться», «касаться» и т.д. Ранее 

нами рассматривалось отношение композиции отображений, со-

ответствий, заданное на множествах. Отношение является част-

ным случаем отображения, когда область определения и множе-

ство значений совпадают, поэтому всё сказанное ранее для отоб-

ражений справедливо и для отношений. 

В отображении : A B   множество A  может представлять 

собой декартову степень 1nA X  . В этом случае имеем отноше-

ние ( )n nX  . Показатель декартовой степени n  называется ар-

ностью отношения. Если в отношении ( )n nX   показатель де-

картовой степени n  равен единице (( 1)n  , то имеем унарное от-

ношение X . Таким образом, унарное отношение, заданное на 

множестве, представляет собой некоторое подмножество этого 

множества. Унарное отношение называют ещё свойством. Эле-

ментами унарного отношения являются элементы множества, на 

котором задано это отношение. Если показатель степени n  равен 

двум ( 2)n  , то отображение называется бинарным (2) 2X  . 
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Элементами бинарного отношения являются упорядоченные па-

ры. Высказывательная форма бинарного отношения имеет вид 

{( , ) / , }a b a X b X    . 

Если показатель степени n  равен трём (( 3)n  , то отображе-

ние (3) 3X   называется тенарным. Элементами тенарного от-

ношения являются упорядоченные тройки  

{( , , ) / , , }a b c a X b X c X    
. 

Примером тенарного отношения может быть отношение «об-

разовать сумму», которое имеет смысл для троек чисел ( , , )x y z  и 

выполняется в том случае, когда x y z  . Так можно задать че-

тырёх-арное, пяти-арное, …, n арное отношение. 

Примером четырёх-арного отношения может быть отноше-

ние «пропорциональность», элементами которого являются упо-

рядоченные четвёрки ( , , , )x y z u , для которых 
x z

y u
 . 

Элементами n арного отношения 
( )n nX   являются упо-

рядоченные n ки : 
( )

1 2 1 2{( , ,..., ) / , ,..., }n
n nx x x x X x X x X     . 

Отображение : nR X X  , являющееся функциональным, 

называется n местной операцией. Очевидно, любая что n 

местная операция является ( 1)n  арным отношением 
( 1)nX  , 

но не наоборот, не всякое ( 1)n  арное отношение является n 

местной операцией. 

N арные отношения рассматриваются в информационных 

технологиях, а именно, в базах данных. Приведём пример n ар-

ных отношений. 

Бинарные отношения. 

Бинарным отношением, заданным на множестве X , называ-

ется подмножество его декартового квадрата 2R X . Формально 

бинарное отношение представляется кортежем ,X R  , первая 

компонента которого X называется носителем бинарного отно-

шения, а вторая 2R X  – сигнатурой. Совокупность множества

X  с заданным на нём бинарным отношением R  называется гра-

фом. Формально граф, также как и бинарное отношение, описы-
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вается кортежем ,X R  . Высказывательная форма бинарного 

отношения имеет вид: {( , )/ X, b X}R a b a   . Таким образом, 

элементами бинарного отношения являются упорядоченные па-

ры. Если элементы X  и X  находятся в отношении R , то 

используется запись ( , ) R    или соотношение R . Рассмот-

рим способы задания бинарных отношений. 

Матричный способ задания отношений. 

При матричном способе задания бинарных отношений ис-

пользуют матрицу смежности ija  и матрицу инциденций ijr . 

Матрица смежности ija  строится следующим образом. Перену-

меруем элементы множества X  целыми числами от 1 до n : 

1 2, ,..., nx x x . Построим квадратную матрицу ija  размером n n . 

Её i я  строка соответствует i му  элементу множества X , а 

j-й  столбец соответствует j-му  элементу множества X . На пере-

сечении -йi  строки и j го  столбца ставится единица, если в

( , )i jx x R , или в другой форме ( )i jx Rx . Общее правило задания 

матрицы смежности бинарного отношения R  можно формально 

записать: 

1, ( , ) ;

0, ( , ) .

i j

ij

i j

если x x R
a

если x x R


 



 

Матрица смежности ija  содержит всю информацию о том, 

для каких пар элементов из X выполнено отношение R . Произвол 

состоит в выборе нумерации на множестве X . Является очевид-

ным, что можно выбрать !n  различных нумераций и, соответ-

ственно, !n  матриц, описывающих данное отношение. Если задана 

матрица размером n n  из нулей и единиц и выбрана нумерация 

на множестве X , то тем самым на этом множестве задаётся неко-

торое отношение R . Матрица смежности ija , для которой все 

0ija  , 1,i n , 1,j n  задаёт пустое отношение R  , которое не 

выполняется ни для одной пары. Матрица смежности ija , для ко-

торой все 1ija  , 1,i n , 1,j n  задаёт полное отношение R  , 
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которое выполняется ни для всех пар. Особую роль играют мат-

рицы ij , элементы которой принимают следующие значения: 

1, если ;

0, если .
ij

i j

i j


  


 

В этом случае символ ij  называется символом Кронекера по 

имени математика, впервые его употребившего. Этой матрице 

соответствует диагональное отношение E , или отношение равен-

ства. Соотношение xEy  выполняется, если x  и y  ─ один и тот же 

элемент. Матрица ij  имеет вид: 

1 0 ... 0

0 1 ... 0

... ... ... ...

0 0 ... 1

ij   

Существует также антидиагональное отношение, элементы 

ija  которого принимают значения 1ij ija    . Для пустого, полно-

го, диагонального и антидиагонального отношений имеет место 

следующее свойство: их матрицы смежности не зависят от выбо-

ра нумерации элементов множества. Иначе говоря, если отноше-

ние 
2R M  таково, что при любом выборе нумерации элементов 

множества M  их матрицы смежности совпадают, то R  является 

либо пустым, либо полным, либо диагональным, либо антидиаго-

нальным. 

Задание отношений в виде графа. 

Существует ещё и другой важный способ задания бинарных 

отношений, заданных на конечных множествах. Изобразим эле-

менты конечного множества X  точками на плоскости. Если вы-

полнено соотношение i jx Rx  (или ( , )i jx x R ), то проведём стрел-

ку от ix  к jx . Если выполняется i ix Rx  (или ( , )i ix x R ), то нарису-

ем петлю, выходящую из ix  и входящую в эту же точку. Такая 

фигура называется ориентированным графом, а сами точки – 

вершинами графа (рис. 3.5). 
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Рис. 3.5. Представление бинарных отношений в виде ориентированного графа 

 

При графическом способе задания бинарных отношений пу-

стому отношению соответствует граф без стрелок и петель. Диа-

гональное отношение изображается графом, в котором присут-

ствуют только петли. Полное отношение изображается полным 

графом, где каждая его вершина соединена со всеми другими 

вершинами, в том числе и сама с собой. Граф есть геометриче-

ское изображение бинарного отношения аналогично тому, как 

график есть геометрическое изображение функции. Геометриче-

ский язык полезен лишь тогда, когда граф достаточно прост. 

Изучать же сложные графы с большим числом вершин удобнее в 

терминах отношений. 

Задание отношений с помощью фактор множества. 

Прежде, чем изложить способ задания бинарных отношений 

с помощью фактор множества, введём понятие окрестности еди-

ничного радиуса. Рассмотрим множество X  с заданным на нём 

бинарным отношением 2R X . 

Определение 

Окрестностью единичного радиуса элемента m X  называ-

ется множество ( )R m , задаваемое следующей высказыватель-

ной формой: 

( ) { / ( , ) }R m y X m y R   . 

Является бесспорным, что окрестность единичного радиуса 

представляет собой не что иное, как образ элемента носителя би-

нарного отношений. 

Определение 

Множество окрестностей единичного радиуса, взятых для 

всех элементов носителя X  бинарного отношения 2R X , назы-

вается фактор-множеством множества X  по отношению R  и 

обозначается /X R . 

ix  jx

 
ix  
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Таким образом, фактор-множество /X Rможно представить 

как объединение окрестностей единичного радиуса, взятых для 

всех элементов множества X : / ( )
x X

X R R x
 

 . Фактор-

множество /X Rполностью определяет отношение R . 

Свойства бинарных отношений 

Рассмотрим свойства, которыми могут обладать бинарные 

отношения. Допустим, что на некотором множестве X , как на 

носителе задано бинарное отношение ,X R  , 2R X . Произ-

вольное бинарное отношение может обладать следующими свой-

ствами. 

1. Свойство рефлексивности ( , )x X x x R    , т.е. любой 

элемент из множества X  находится сам с собой в отношении R . 

Свойство рефлексивности можно записать в форме соотношений:  

в инфиксной форме ( )x X xRx   ,  

в префиксной форме ( , )x X R x x   ,  

в постфиксной форме ( , )x X x x R   . 

2. Свойство антирефлексивности ( , )x X x x R     т.е. лю-

бой элемент из множества X не может находиться сам с собой в 

отношении R . Или в форме соотношений:  

в инфиксной форме ( ) ложьx X xRx    , 

в префиксной форме ( , ) ложьx X R x x    ,  

в постфиксной форме ( , ) ложьx X x x R    . 

3. Свойство симметричности 

, , ( , ) ( , )x X y X x y R y x R       , 

т.е. если элемент носителя x  находится в отношении R  с элемен-

том носителя y , то и элемент y  находится в отношении R  с эле-

ментом x . В форме соотношений это свойство можно записать:  

в инфиксной форме , , ( ) ( )x X y X xRy yRx     ;  

в префиксной форме , , ( ( , ) ( , )x X y X R x y R y x     ;  

в постфиксной форме , , (( , ) ( , )x X y X x y R y x R     . 

4. Свойство антисимметричности 

, , ( , ) ( , )x X y X x y R y x R x y         , 

т.е. если элемент x  находится в отношении R  с элементом y  и 

одновременно элемент y  находится в отношении R  с элементом 
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x , то эти элементы совпадают. В форме соотношений это свой-

ство выглядит следующим образом:  

в инфиксной форме , ,x X y X xRy yRx x y       ;  

в префиксной форме , , ( , ) ( , )x X y X R x y R y x x y       ;  

в постфиксной форме , , ( , ) ( , )x X y X x y R y x R x y       . 

5. Свойство несимметричности  

, , ( , ) ( , )x X y X x y R y x R       , 

т.е. если элемент x  находится в отношении R  с элементом y , то 

элемент y  не находится в отношении R  с элементом x . В форме 

соотношений это свойство можно записать:  

в инфиксной форме , , истина ложьx X y X xRy yRx       ,  

в префиксной форме 

, , ( , ) истина ( , ) ложьx X y X R x y R y x       ,  

в постфиксной форме 

, , ( , ) истина ( , ) ложьx X y X x y R y x R       . 

6. Свойство транзитивности  

, , , ( , ) ( , ) ( , )x X y X z X x y R y x R x z R           , 

т.е. для любых элементов x , y  и z  из множества X  если элемент 

x  находится в отношении R  с элементом y , а элемент y  нахо-

дится в отношении R  с элементом z , то элемент x  находится в 

отношении R  с элементом z . В форме соотношений это свойство 

выглядит следующим образом:  

в инфиксной форме , , ,x X y X z X xRy yRx xRz        ,  

в префиксной форме 

, , , ( , ) ( , ) ( , )x X y X z X R x y R y x R x z        ,  

в постфиксной форме 

, , , ( , ) ( , ) ( , )x X y X z X x y R y x R x z R        . 

7. Свойство антитранзитивности  

, , , ( , ) ( , ) ( , )x X y X z X x y R y x R x z R           , 

или в форме соотношений:  

в инфиксной форме 

, , , истина R истина ложьx X y X z X xRy y x xRz           ; 

в префиксной форме 
, , , ( , ) истина ( , ) истинаx X y X z X R x y R y x         

( , ) ложьR x z  . 
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Перечисление свойств бинарных отношений совсем не озна-

чает, что все бинарные отношения ими обладают. В зависимости 

от присущих бинарным отношениям свойств они подразделяются 

на виды, которые будут рассмотрены далее. 

Отношение эквивалентности 

Некоторые элементы множества могут быть рассмотрены как 

эквивалентные. К эквивалентным элементам отнесём такое под-

множество элементов, в котором один элемент может быть заме-

нён другим элементом. В этом случае говорят, что эти элементы 

находятся друг с другом в отношении эквивалентности. 

Пример 3.12. 

Рассмотрим множество 1 2 3 4 5{ , , , , }A a a a a a . 

Если 1 2a  ; 2 2a  , 3 2a  , 4 3a  , 5 3a  , то между элемента-

ми 1 2 3, ,a a a  существует отношение эквивалентности: содержать 

одинаковое число единиц. Такое же отношение существует и 

между элементами 4 5,a a . 

Если на множестве A  задать отношение эквивалентности 

«иметь одинаковый знаменатель» и при этом 1

1

6
a  , 2

2

9
a  , 

3

5

6
a  , 4

7

6
a  , 5

4

9
a  , то в заданном отношении находятся эле-

менты 1 3 4, ,a a a , а также элементы 2 5,a a . 

Отношение эквивалентности обладает следующими свой-

ствами: 

– каждый элемент эквивалентен самому себе; 

– высказывание относительно эквивалентности между двумя 

элементами не требует уточнения, какой из элементов рассмат-

ривается первым, а какой вторым; 

– два элемента, эквивалентных третьему элементу, эквива-

лентны между собой. 

Зададим на некотором произвольном множестве X  бинарное 

отношение ,X   , 2X  . Это отношение будем называть от-

ношением эквивалентности, если оно обладает следующими 

свойствами: 
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– рефлексивности ( , )x X x x    , или  

в инфиксной форме ( )x X x x    ,  

в префиксной форме ( , )x X x x   ,  

в постфиксной форме ( , )x X x x    . 

– симметричности , , ( , ) ( , )x X y X x y y x      , или  

в инфиксной форме , , ( ) ( )x X y X x y y x       ,  

в префиксной форме , , ( ( , ) ( , )x X y X x y y x      ,  

в постфиксной форме , , (( , ) ( , )x X y X x y y x      ; 

– транзитивности 

, , , ( , ) ( , ) ( , )x X y X z X x y R y x R x z R           ,  

в инфиксной форме , , ,x X y X z X x y y x x z           ;  

в префиксной форме 

, , , ( , ) ( , ) ( , )x X y X z X x y y x x z         ;  

в постфиксной форме 

, , , ( , ) ( , ) ( , )x X y X z X x y y x x z         . 

Таким образом, бинарное отношение : X X   называется 

отношением эквивалентности, если оно рефлексивно, симмет-

рично и транзитивно. Отношение эквивалентности является под-

множеством декартова произведения X X  . Следовательно, 

элементами отношения эквивалентности являются упорядочен-

ные пары: {( , )/ , }a b a X b X    . 

Пример 3.13 

Рассмотрим множество A  из предыдущего примера 

1 2 3 4 5{ , , , , }A a a a a a , где 1 2a  ; 2 2a  , 3 2a  , 4 3a  , 5 3a   и би-

нарное отношение ,A   , 2A  , означающие соответственно 

«иметь одинаковое число единиц». Тогда представляет собой 

следующее множество упорядоченных пар:  

1 1 1 2 2 2 2 3 3 3 1 3 4 4{( , ),( , ),( , ),( , ),( , ),( , ),( , ),a a a a a a a a a a a a a a 

4 5 5 5 2 1 3 2 3 1 5 4( , ),( , ),( , ),( , ), , ),( , )}a a a a a a a a a a a a . 

Если принять 1

1

6
a  , 2

2

9
a  , 3

5

6
a  , 4

7

6
a  , 5

4

9
a   и задать 

на множестве A бинарное отношение ,A   , 2A  , означаю-
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щее «иметь одинаковый знаменатель», то отношение   представ-

ляет собой следующее множество упорядоченных пар: 

1 1 1 3 3 1 3 3 3 4 4 3 4 4{( , ),( , ),( , ),( , ),( , ),( , ),( , ),a a a a a a a a a a a a a a   

2 5 5 2 5 5( , ),( , ),( , )}a a a a a a . 

Теорема 3.1 

Любое отношение эквивалентности определяет разбиение 

множества на попарно непересекающиеся подмножества, т.е. на 

классы. 

Доказательство: 

Рассмотрим любое произвольное множество A . Перед дока-

зательством теоремы вспомним, что означает разбить множество 

Aна классы. В соответствии с операцией разбиения это означает 

найти такие множества 1 2, ,..., n   , называемые классами, для 

которых справедливо следующее: 

– объединение всех классов i , 1,i n  составит множество A: 

1

n

i

i

A


  ; 

– пересечение всех классов пусто i j   , i j . 

Если на множестве A  задать отношение эквивалентности 
2A  , то всевозможные сечения (или окрестности единичного 

радиуса) образуют классы. Докажем это. Сначала докажем, что 

объединение всех сечений даст множество A . Запишем высказы-

вательную форму отношения: {( , )/ , }a b a A b A    . Возьмём 

любой произвольный элемент a  из множества A: a A  . Рас-

смотрим сечение отношения   элементом a : 

[ ] { / (a,b) }aS b A    . 

Образуем такие сечения для всех элементов x A . Так как 

( , ) [ ]xx x x S   . Следовательно, каждый элемент множества 

A будет принадлежать какому-либо сечению. Тогда можно сделать 

вывод, что [ ]a

a A

S A
 

  . Докажем, что пересечение всех классов 

является пустым множеством. Доказательство будем проводить 

методом от противного. Допустим, что сечения отношения эквива-

лентности   по некоторым элементам a A  и b A  пересекаются, 
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т.е. [ ] [ ]a bS S   . Тогда в пересечении этих множеств присут-

ствует хотя бы один элемент c A : [ ] [ ] { }a bS S c   . Очевидно, 

что [ ] ( , ) ( , )ac S a c c a     ; и [ ] ( , )bc S b c    . В се-

чении [ ]aS   рассмотрим некоторый элемент d A . Тогда можно 

записать [ ] ( , )ad S a d    . Рассмотрим следующие элементы 

множества  : ( , )b c  , ( , )c a   и ( , )a d  . Тогда справедливо 

соотношение: ( , ) , ( , ) ,( , ) ( , )b c c a a d b d    . Следова-

тельно ( , ) [ ]bb d d S   . 

Таким образом, отношение эквивалентности находится во 

взаимосвязи с разбиением множества. 

Подмножество элементов, эквивалентных некоторому эле-

менту x A , называется классом эквивалентности. 

Все элементы одного класса эквивалентны между собой и каж-

дый элемент может находиться только в одном классе. Значит, 

каждому отношению эквивалентности на множестве A  соответ-

ствует некоторое разбиение множества на классы. Необходимым и 

достаточным условием для того, чтобы некоторое отношение   

позволяло разбить множество на классы является совокупность 

свойств рефлексивности, симметричности и транзитивности. 

Отношение порядка 

Существуют отношения, которые определяют порядок рас-

положения элементов множества. Так, мы можем вводить поня-

тия «больше», «меньше», «раньше», «позже» и т.д. Задав эти от-

ношения, можно расположить элементы, например, в порядке 

возрастания, убывания их значений и др. Такое расположение 

элементов называют введением отношения порядка на некотором 

множестве E , а множество с заданным на нём отношением по-

рядка называют упорядоченным множеством. Если любые два 

элемента множества Ex  и Ey находятся в отношении поряд-

ка ),( yx  или ),( xy , то такое множество называется линей-

но упорядоченным множеством. Различают отношение нестрого-

го и строгого порядка. Допустим, что на некотором множестве E  

задано бинарное отношение  :  ,E , 
2E . 

Отношение   будем называть отношением нестрогого по-

рядка, если оно обладает следующими свойствами: 
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– рефлексивности  ),( xxEx , или  

в инфиксной форме )( xxEx  ,  

в префиксной форме ),( xxEx  ,  

в постфиксной форме  ),( xxEx ; 

– антисимметричности 

yxxyyxEyEx  ),(),(,, ,  

или в инфиксной форме yxxyyxEyEx  ,, ;  

в префиксной форме yxxyyxEyEx  ),(),(,, ;  

в постфиксной форме yxxyyxEyEx  ),(),(,, ; 

– транзитивности 

 ),(),(),(,,, zxxyyxEzEyEx ,  

или в инфиксной форме zxxyyxEzEyEx  ,,, ;  

в префиксной форме 

),(),(),(,,, zxxyyxEzEyEx  ;  

в постфиксной форме 

 ),(),(),(,,, zxxyyxEzEyEx . 

Отношение нестрогого порядка называют ещё частичным 

порядком. Множество с отношением частичного порядка называ-

ется частично упорядоченным. 

Отношение   будем называть отношением строгого порядка, 

если оно обладает следующими свойствами: 

– антирефлексивности  ),( xxEx   

или в инфиксной форме ( ) ложьx E x x     ;  

в префиксной форме ( , ) ложьx E x x    ;  

в постфиксной форме ( , ) ложьx E x x     ; 

– несимметричности  ),(),(,, xyyxEyEx , или  

в инфиксной форме , , истина ложьx E y E x y y x         ;  

в префиксной форме 

, , ( , ) истина ( , ) ложьx E y E x y y x         ;  

в постфиксной форме 

, , ( , ) истина ( , ) ложьx E y E x y y x         . 

Элементы Ea  и Eb  называются сравнимыми, если имеет 

место ),( ba  или ),( ab  ( ba  или ab ). Будем говорить, 

что элемент Ex  предшествует элементу Ey , или элемент 
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Ey  следует за элементом Ex , если имеет место yx  
(или ),( yx . 

Изоморфизм отношений 

Рассмотрим два частично упорядоченных множества A  и B  

отношениями частичного порядка 
1
  и 

2
 : 

1
,A , 

2

1
A  и 


2

,B , 
2

2
B . Допустим, что задано отображение BA : , 

обладающее следующим свойством:  

21
))(),((),(,,  babaAbAa . 

Это свойство называется согласованностью отображения с отно-

шениями 
21

, . Такое отображение называется морфизмом. При 

этом если отображение BA :  сюрьективно, то оно называется 

гомоморфизмом, если инъективно, то мономорфизмом, если биек-

тивно, то изоморфизмом. Если отображение BA :  является 

изоморфизмом, то говорят, что множество A  изоморфно множе-

ству B , или множество A  изоморфно вкладывается в множество B . 

Теорема 3.2 
Любое частично упорядоченное множество изоморфно вкла-

дывается в множество подмножеств с операцией включения. 

Доказательство 

Рассмотрим любое произвольное множество A . Зададим на 

нём отношение частичного порядка ,A   , 
2A . Рассмотрим 

на множестве A множество подмножеств ,...},,{:)( cba AAAAP . 

Элементы ,...,, cba AAA  образуются следующим образом. Для каж-

дого Aa  рассматривается такое подмножество элементов, x , ко-

торые находятся с элементом a  в отношении  :  ),/({ xaxA
a

. 

В подмножестве aA  рассмотрим элемент aAb и образуем под-

множество bA  таких элементов y , которые находятся в отноше-

нии   с элементом b :  ),/({ ybyA
b

. В подмножестве bA  возь-

мём элемент bAc  и создадим множество cA  таких элементов z , 

которые находятся в отношении   с элементом c : 

 ),/({ zczA
c

, и т.д. На множествах A  и )(AP  зададим отобра-

жение )(: APA , такое, что )(aA
a

 , )(bA
b

 , )(cA
c

 ,…. 

Так как )()( baAA
ab

 . Тогда )()(),( baba  , т.е. 
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имеется согласование отображения )(: APA  с отношением   

и отношением включения "" . 

3.10. Принцип Эджворта-Парето 

Таким образом, математическая формулировка задачи мно-

гокритериального выбора включает множество возможных реше-

ний, векторный критерий и отношение предпочтения лица, при-

нимающего решение. Решить эту задачу – означает найти множе-

ство тех решений, которые следует выбрать. Для описания отно-

шения предпочтения, которым ЛПР руководствуется в процессе 

выбора, используется понятие бинарного отношения, описанное в 

предыдущем разделе пособия. Бинарные отношения могут быть 

различного типа. В процессе принятия решений используются 

отношения предпочтения. Рассмотрим эти отношения.  

Пусть 'x  и ''x  − два произвольных возможных решения. Для 

них имеет место один и только один из следующих трех случаев: 

1) справедливо соотношение ''' xx X  (ЛПР первое решение 

предпочитает второму); 

2) справедливо соотношение ''' xx X (ЛПР второе решение 

предпочитает первому); 

3) не выполняется ни соотношение ''' xx X , ни соотношение 

''' xx X (ЛПР не может отдать предпочтение ни одному из ука-

занных двух решений). 

Заметим, что четвертый случай, когда оба участвующих 

здесь соотношения ''' xx X  и ''' xx X ? выполняются, невозмо-

жен благодаря асимметричности отношения предпочтения X . В 

первом из указанных выше случаев, т.е. при выполнении соотно-

шения ''' xx X  , говорят, что решение 'x  доминирует решение ''x  

(по отношению X ). Во втором случае доминирует 'x . Если же 

реализуется третий случай, то говорят, что решения 'x  и ''x  не 

сравнимы по отношению предпочтения. Обратимся к задаче мно-

гокритериального выбора, в которой задано множество допусти-

мых решений X , векторный критерий ),...,,( 21 mffff   и отно-

шение предпочтения X  .Пусть для некоторого возможного ре-



76 

шения ''x  найдется такое возможное решение ''x , что выполнено 

соотношение ''' xx X . 

По определению отношения предпочтения это означает, что 

из данной пары решений ЛПР выберет первое решение и не вы-

берет второе. В терминах множества выбираемых решений этот 

факт можно выразить следующей эквивалентностью 

}'{)'','(''' xxxCxx X  для Cxx '',' . Если решение ''x  не вы-

бирается из пары )'','( xx  в силу того, что для него в этой паре 

есть лучшее решение 'x  (т.е. ''' xx X ), то, рассматривая ''x  в пре-

делах всего множества возможных решений X , разумно предпо-

ложить, что решение ''x  в таком случае не должно быть выбран-

ным и из всего множества возможных решений, так как для него 

в X  существует, по крайней мере, одно заведомо более предпо-

чтительное решение (т.е. 'x  ). Приведенные рассуждения показы-

вают, что при выборе первого решения из пары естественно счи-

тать, что второе решение не может оказаться выбранным и из 

всего множества возможных решений. Тем самым, в виде аксио-

мы сформулируем требование, которому должно удовлетворять 

поведение ЛПР в процессе выбора. 

Аксиома 3.1 (аксиома исключения доминируемых решений). 

Для всякой пары допустимых решений Xxx '','  , для которых 

имеет место соотношение ''' xx X  , выполнено )('' XCx  .  

В аксиоме 1 участвует не только отношение предпочтения 

X , которым ЛПР руководствуется в процессе принятия реше-

ний, но и множество выбираемых решений )(XC . 

Это означает, что данное требование следует рассматривать 

как определенное ограничение на множество выбираемых реше-

ний. 

А именно, любое множество выбираемых решений, каким бы 

способом оно не было выделено из всего множества возможных 

решений, не должно содержать ни одного такого решения, для 

которого может найтись более предпочтительное возможное ре-

шение. 

Напомним, что запись )''()'( xfxf  означает выполнение по-

компонентных неравенств )''()'( xfxf ii   для всех mi ,1 , причем

)''()'( xfxf  . 



77 

Это означает, что компоненты первого вектора )'(xf  не 

меньше соответствующих компонент второго вектора )''(xf , 

причем по крайней мере одна компонента первого вектора строго 

больше соответствующей компоненты второго вектора.  

 В частном случае, когда векторный критерий является ска-

лярным, т.е. имеет лишь одну компоненту, аксиома Парето вы-

ражает стремление ЛПР максимизировать эту компоненту. 

Аксиома Парето (в терминах векторов). Для всех пар до-

пустимых векторов Yyy '','  , для которых имеет место неравен-

ство ''' yy   , выполняется соотношение ''' yy Y . 

Множество Парето. Для того чтобы сформулировать прин-

цип Эджворта-Парето, который представляет собой фундамен-

тальный инструмент выбора решений при наличии нескольких 

критериев, понадобится определение множества Парето. Приве-

дем соответствующее определение.  

Решение Xx * называется оптимальным по Парето (парето-

оптимальным), если не существует такого возможного решения 

Xx , для которого имеет место неравенство *)()( xfxf  . 

Все парето-оптимальные решения образуют множество Па-

рето, обозначаемое )(xPf
.В соответствии с приведенным опреде-

лением  

( ) { * / не существует такого , что ( ) ( *)fP x x X x X f x f x     

Пусть *x  – некоторое парето-оптимальное решение и *)(xf  – 

соответствующий ему парето-оптимальный вектор. В соответ-

ствии с определением, если для некоторого решения Xx , от-

личного от *x , оказывается выполненным неравенство 

*)()( xfxf ii  , то обязательно должен найтись хотя бы один номер 

j , при котором верно неравенство )(*)( xfxf jj  . 

На основании этого можно сделать следующее заключение: 

парето-оптимальное решение – это такое допустимое решение, 

которое не может быть улучшено (увеличено) ни по одному из 

имеющихся критериев без ухудшения (уменьшения) по какому-

то хотя бы одному другому критерию.  

 Иначе говоря, предпочитая одному парето-оптимальному 

решению другое парето-оптимальное решение, ЛПР вынуждено 

идти на определенный компромисс, соглашаясь на некоторую по-
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терю хотя бы по одному критерию (получая, разумеется, опреде-

ленный выигрыш, по крайней мере, по какому-то другому крите-

рию). По этой причине множество Парето нередко называют 

множеством компромиссов.  

3.11. Метод анализа иерархий для решения  
многокритериальных задач 

3.11.1. Предварительные сведения из линейной алгебры 

Матрицей называется прямоугольная таблица чисел
ija , 

mi ,1 , nj ,1  





















 

mnmm

n

n

nmij

aaa

aaa

aaa

aA

...

............

...

...

)(

21

22221

11211

. 

Каждый элемент матрицы снабжен двумя индексами. Первый 

индекс указывает номер строки, в которой расположен данный 

элемент, а второй – номер столбца. Например, элемент a 34 нахо-

дится в третьей строке и четвертом столбце. Если число строк и 

столбцов матрицы одинаковое и равно n, то такую матрицу назы-

вают квадратной или матрицей n-го порядка. Элементы 11a , 22a ,…,

nna  квадратной матрицы n-го порядка составляют главную диаго-

наль этой матрицы. В частном случае матрица может иметь лишь 

одну строку (один столбец). В таком случае ее называют вектор-

строкой (соответственно вектор-столбцом). 

Две матрицы 
nmijaA  )(  и 

nmijbB  )(  одинакового размера 

называют равными и при этом пишут BA , если их элементы, 

расположенные в одних и тех же строках и столбцах, совпадают, 

т.е. ijij ba  для всех номеров mi ,1 , nj ,1 . 

Матрицы можно складывать и умножать на любое число. Для 

сложения двух матриц nmijaA  )(  и nmijbB  )(  одинакового раз-

мера следует сложить элементы этих матриц, расположенные на 

одних и тех же местах, т.е. 
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

























 

mnmnmmmm

nn

nn

nmijij

bababa

bababa

bababa

baBA

...

............

...

...

)(

2211

2222222121

1112121111

 
Для умножения числа  на матрицу 

nmijaA  )( , необходимо 

все элементы этой матрицы умножить на данное число, т.е. 






























mnmm

n

n

nmij

aaa

aaa

aaa

aA

...

............

...

...

)(

21

22221

11211

.  

Матрицу 
nmijaA  )(  размера nm  можно умножить на мат-

рицу
pnijbB  )(  размера pn . Произведением матрицы 

nmijaA  )(  на матрицу 
pnijbB  )(  называется матрица C , обозна-

чаемая ABC  , элементы которой вычисляются по формуле 





n

k
kiikniiniiiiij babababac

1
2211 ...

, 

где mi ,1 , nj ,1 . Для перемножения матриц их размеры долж-

ны быть согласованы, т.е. число столбцов первой матрицы A 

должно совпадать с числом строк второй матрицы B . Поэтому 

если одну матрицу можно умножить на вторую, то из этого в об-

щем случае не следует возможность перемножения этих матриц в 

обратном порядке. Что касается квадратных матриц, то их можно 

перемножать в любом порядке. 

Пример 3.13 

Пусть имеется квадратная матрица
nmijaA  )(  и вектор стол-

бец x  с компонентами nxxx ,...,, 21 . Тогда  























mnnmm

nn

nn

axaxax

axaxax

axaxax

Ax

...

............

...

...

2211

2222211

1122111

. 
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Рассмотрим матрицу 





















 

mnmm

n

n

nmij

aaa

aaa

aaa

aA

...

............

...

...

)(

21

22221

11211

. 

Транспонированная матрица обозначается TA  и определяется 

равенством 





















 

mnnn

m

m

mnij

aaa

aaa

aaa

aA

...

............

...

...

)(

21

22212

112111

. 

Квадратную матрицу
nnijaA  )( , для которой выполняется ра-

венство AAT   называют симметричной. У симметричной матри-

цы совпадают элементы, расположенные симметричным образом 

относительно главной диагонали, т.е. 
jiij aa   для всех nji ,1,  . 

Частным случаем симметричной является единичная матрица 

n-го порядка, у которой диагональные элементы равны единице, а 

все остальные – нулю 





















1...00

............

0...10

0...01

E . 

Пусть задана квадратная матрица 
nnijaA  )( . Определитель 

матрицы A будем обозначать )det(A .Определитель n-го порядка 

матрицы A  это число, которое представляет собой сумму всех !n
произведений элементов данной матрицы A , взятых в точности 

по одному из каждой строки и по одному из каждого столбца. 

При этом каждое из всех указанных произведений снабжается 

знаком «+» или «–», выбираемым в соответствии с определенным 

правилом, которое здесь воспроизводиться не будет. Определи-

телем матрицы первого порядка, т.е. числа, является само это 

число. Определители второго и третьего порядков определяются 

следующим образом: 
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21122211

2212

2111
det aaaa

aa
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


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


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













322311312312322113332211

332313

322212
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det aaaaaaaaaaaa

aaa

aaa
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312213332112
aaaaaa  . 

Пусть имеется квадратная матрица 
nnijaA  )( . Число   

называют собственным значением матрицы 
nnijaA  )(  а ненуле-

вой вектор-столбец T

nxxxx ),...,,( 21 – собственным вектором, со-

ответствующим собственному значению  , если имеет место 

векторное равенство xAx  .  

Замечание. Умножая обе части векторного равенства xAx   

на произвольное число   , отличное от нуля, получим равенство 

)()( xxA  , означающее, что вектор x  так же является соб-

ственным вектором, отвечающим собственному значению   . Из 

этого следует, что одному собственному значению отвечает бес-

конечное число различных собственных векторов. В курсе ли-

нейной алгебры доказывается следующий результат. 

Теорема3.3.  

Число   является собственным значением квадратной мат-

рицы Aтогда и только тогда, когда оно является корнем характе-

ристического уравнения 0)det(  EA .Уравнение, в левой части 

которого записан определитель матрицы EA  , представляет со-

бой алгебраическое уравнение n-й степени и его корни при n>4 в 

общем случае можно найти лишь приближенно.  

3.11.2. Описание метода анализа иерархий 

Пусть имеется набор из n объектов (элементов), которые обо-

значим nAAA ,...,, 21 . Предположим, что каждому объекту kA  по-

ставлено в соответствие определенное положительное число 
k

 . 

Это число будем именовать весом объекта kA , nk ,1 .Не уменьшая 

общности последующего рассмотрения, можно считать, что веса 

всех объектов подчинены условию нормировки 1...
21


n

. 
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Тем самым, суммарный вес всех объектов равен 100%, а величина 

%100
k

 выражает собой вес k -го объекта, выраженный в процен-

тах. Образуем матрицу относительных весов  






























nnnn

n

n

nnij
aA

/...//

............

/...//

/...//

)(

21

22212

12111

.  

Каждый элемент
ija  матрицы относительных весов A  пред-

ставляет собой отношение веса гоi   объекта iA , к весу гоj   

объекта 
jA  , т.е. 

j

i

ij
a




  для всех номеров nji ,1,  . Отметим сле-

дующие свойства матрицы A  относительных весов. 

1. Все элементы матрицы A  положительны, причем элементы 

главной диагонали равны единице, т.е. ;0





j

i

ij
a  и 1

1





 i

ii
a . 

2. Матрица A  обратно симметрична, т.е. ее элементы, распо-

ложенные симметрично относительно главной диагонали, явля-

ются обратными по отношению друг к другу 

jijij

i

ij
a

a
1

/

1








 для всех номеров nji ,1,  . 

3. Матрица A  обладает свойством совместности в том смыс-

ле, что для всех номеров nji ,1,   имеют место равенства 

ji
ij jk ik

j k

a a a


   
 

. 

Число n является собственным значением матрицы A , а век-

тор-столбец весов 1 2( , ,..., )T
n     – соответствующим соб-

ственным вектором. Иначе говоря, выполняется равенство 

 nA . Для того чтобы убедиться в справедливости четвертого 

свойства, т.е. векторного равенства (6.3), рассмотрим k -ю компо-

ненту вектора A . Она является результатом умножения k -й 

строки матрицы A  на вектор 1 2( , ,..., )T
n    : 
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



























nknkk

n

knkk
aaaaaa ...

...
)(

2211

2

1

21
 

kn

n

kkk n













 ...

2

2

1

1

. 

Как видим, полученный результат 
k

n  совпадает с k -й ком-

понентой вектора n , стоящего в правой части последнего ра-

венства. Благодаря произвольности выбора номера k это равен-

ство можно считать доказанным. 

Матрица парных сравнений 

Ранее предполагалось, что веса объектов nAAA ,...,, 21 , т.е. чис-

ла 
n

 ,...,,
21

 заранее заданы. Такое положение соответствует 

идеальному варианту сравнения объектов. Что касается задач, 

возникающих на практике, то в них веса как раз неизвестны и 

подлежат определению. В этих задачах требуется найти положи-

тельные числа 
n

 ,...,,
21

, (обычно удовлетворяющие дополни-

тельному условию нормировки 1...
21


n

, которые вы-

ражают собой определенные «веса» («ценности» или «важно-

сти»)объектов nAAA ,...,, 21 . В качестве примера подобной задачи 

можно упомянуть задачу определения размера инвестиций в ряд 

объектов, когда определенную сумму денег(не уменьшая общно-

сти, эту сумму всегда можно считать равной единице)требуется 

распределить между n объектами nAAA ,...,, 21  для инвестирования. 

В этой задаче искомое число k  будет выражать долю инвести-

ций, приходящуюся на объект kA , nk ,1 . 

Итак, пусть имеется набор объектов nAAA ,...,, 21  и требуется 

определить веса каждого из них, т.е. числа 
n

 ,...,,
21

. Суще-

ствует широкий круг методов, предназначенных для решений 

этой задачи. Один из наиболее простых заключатся в предвари-

тельном попарном сравнении имеющихся объектов с целью по-

строения так называемой матрицы парных сравнений 
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


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
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Произвольный элемент 
ija  этой матрицы выражает собой 

число, показывающее во сколько раз вес объекта iA  больше веса 

объекта 
jA . Эти числа назначаются экспертами в результате по-

парного сравнения объектов. Отсюда и происходит наименование 

этой матрицы. Нетрудно понять, что матрица парных сравнений в 

идейном отношении имеет много общего с введенной ранее мат-

рицей относительных весов. В идеальном случае (когда эксперты 

по сути дела знают или точно угадывают «истинные» отношения 

весов объектов) матрица парных сравнений должна в точности 

совпадать с некоторой матрицей относительных весов, т.е. для 

всех nji ,1,   должны выполняться равенства при некоторых по-

ложительных числах 
i

  и 
j

 . 

В действительности эксперты не знают заранее веса объектов 

и указывают лишь результаты попарного сравнения весов объек-

тов в виде коэффициентов 
ija , поэтому указанные равенства ча-

сто нарушаются, и матрица парных сравнений оказывается не 

совпадающей с матрицей относительных весов. Тем не менее, ис-

ходя из указанной связи между матрицами относительных весов 

и матрицей парных сравнений и стремясь к тому, чтобы различие 

между ними было как можно меньше, представляется разумным 

предполагать, что матрица парных сравнений должна обладать 

всеми перечисленными ранее четырьмя свойствами матрицы от-

носительных весов. В соответствии с этим согласно метода ана-

лиза иерархий считается, что: 

1) все элементы матрицы парных сравнений A положитель-

ны, а ее диагональные элементы равны единице, т.е. 0ija , 1iia

, для всех номеров nji ,1,  ; 

2) матрица парных сравнений обратно симметрична, т.е. 

ji

ij
a

a
1

 для всех номеров nji ,1,  ; 
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3) матрица парных сравнений совместна, т.е. равенства 

kjikij aaa   имеют место для всех номеров nji ,1,  ; 

4) искомый вектор-столбец весов T

n
),...,,(

21
 является 

собственным вектором, соответствующим максимальному соб-

ственному значению max  матрицы A. 

Метод анализа иерархий предполагает выполнение следую-

щих трех этапов. 

I. С привлечением эксперта формируется матрица парных 

сравнений ( )ij m nA a  . Произвольный элемент ija  этой матрицы 

представляет собой положительное число, показывающее во 

сколько раз вес объекта iA  больше веса объекта jA . 

Сразу следует сказать, что при формировании матрицы парных 

сравнений добиться от эксперта выполнения первых двух свойств 

1) – 2) не составляет труда (для этого сразу следует положить все 

диагональные элементы матрицы равными единице, а все элемен-

ты, расположенные ниже главной диагонали, вычислить на основе 

свойства обратной симметричности, используя элементы, располо-

женные выше главной диагонали, которые получены от эксперта). 

Таким образом, от эксперта необходимо получить только све-

дения о результатах сравнения объектов, содержащуюся в 
( 1)

2

n n 
 

элементах матрицы A, расположенных выше главной диагонали. 

При этом третье свойство (свойство совместности) на практике, 

как правило, оказывается невыполненным. По этой причине мат-

рица парных сравнений, как правило, отличается от «идеальной» 

матрицы относительных весов тем, что она не удовлетворяет 

свойству совместности 3). Кроме того, у матрицы парных сравне-

ний максимальное собственное значение чаще всего не совпадает 

с n. Как установлено, всегда выполняется неравенство max n  , 

причем равенство здесь имеет место тогда и только тогда, когда 

матрица A обладает свойством совместности 3). Автор метода 

анализа иерархий, Т. Саати, ввел специальный числовой показа-

тель max )
1

1

n
C

n

 



 называемый индексом совместности, который 

оценивает «степень невыполнения» свойства совместности. Так, 
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если индекс совместности не превосходит 0.1, т.е. 1 0,1C  , то 

«степень невыполнения» свойства совместности считается прием-

лемой и построенная матрица парных сравнений используется на 

следующих этапах для определения весового вектора. В против-

ном случае рекомендуется предложить эксперту произвести уточ-

нение элементов матрицы A таким образом, чтобы индекс сов-

местности оказался в допустимых пределах. После того, как мат-

рица парных сравнений A с приемлемым индексом совместности 

сформирована, переходят к следующему (второму) этапу. 

II. На этом (втором) и последующем этапах используется по-

следнее, четвертое свойство матрицы парных сравнений. А имен-

но, применяя соответствующие численные методы, следует найти 

максимальное собственное значение 
max

  матрицы A (для этого 

нужно вычислить максимальный вещественный корень алгебраи-

ческого уравнения n-й степени 0)det(  EA  .  

Поскольку величина собственного значения непрерывно зави-

сит от коэффициентов матрицы A, «небольшое» отклонение коэф-

фициентов этой матрицы от коэффициентов «идеальной» матрицы 

относительных весов, выражаемое в выполнении неравенства 

1,01C , должно, по мнению автора метода, привести к малой ве-

личине ошибки последующего вычисления весового вектора. 

Это обстоятельство служит определенным оправданием при-

менения метода анализа иерархий. 

III. Далее, подставив найденное максимальное собственное 

значение
max

  в 
max

A  (6.4), полученная таким образом одно-

родная система линейных уравнений (6.4) решается относительно 

неизвестного вектора T

n
),...,,(

21
 (для этого может быть ис-

пользован, например, известный из курса линейной алгебры метод 

последовательного исключения неизвестных Жордана-Гаусса). 

Найденное решение этой системы в виде набора n положи-

тельных чисел 
n

 ,...,,
21

 и составит искомый весовой вектор. 

При необходимости этот вектор всегда можно нормировать, т.е. 

разделить каждую его компоненту на сумму всех компонент.  

Замечание. Анализ приведенных этапов метода анализа 

иерархий показывает, что уже для сравнительно небольшого чис-

ла сравниваемых объектов (например, при n≥5 ) реализация этого 
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метода может потребовать преодоления существенных вычисли-

тельных трудностей. 

Пример 3.14  

Предположим, что в результате попарных сравнений экспер-

том была сформирована матрица 



















13/12/1

312/1

221

A . 

Найдем при помощи метода анализа иерархий соответству-

ющий вектор весов. Прежде всего, заметим, что данная матрица 

не является совместной, так как 132312 26 aaa  . 

Составляем характеристическое уравнение 

0
3

4
3

13/12/1

312/1

221

det 23 






















. 

Находим максимальный (вещественный) корень этого урав-

нения 314.3
max

 . Вычисляем индекс совместности 

07.0
2

314.3
1 


C . 

Как видим, он не превышает порогового уровня 0.1. Состав-

ляем однородную систему линейных уравнений (6.4). Она в дан-

ном случае будет иметь вид 





















014,2
3

1

2

1

0314,2
2

1

02214,2

321

321

321

. 

Находим одно из ее ненулевых решений (один из собствен-

ных векторов, соответствующих найденному собственному зна-

чению) 1 2.88  2 2.08  3 1  .  

После деления каждого из этих чисел на их сумму получаем 

искомый нормированный весовой вектор 1
ˆ 0,48  2

ˆ 0,35 

3
ˆ 0,17  . 
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Вопросы для самоконтроля 

1. Что понимается под системным анализом? 

2. Привести классификацию научных проблем. 

3. Перечислить этапы системного анализа. 

4. Дать определение моделирования, как метода научного познания. 

5. Что понимается под математической моделью? 

6. Что понимается под «прозрачным ящиком» ? 

7. В каких случаях применяется модель «чёрного ящика»? 

8. Дать определение имитационного моделирования. 

9. Что понимается под вычислительным экспериментом? 

10. Охарактеризовать критерий недостаточного обоснования 

Лапласа. 

11. Привести критерий Вальда. 

12. В чём заключается критерий Сэвиджа? 

13. Привести критерий Гурвица. 

14. Привести постановку задачи принятия решений при многих 

критериях. 

15. Дать определение отношения предпочтения. 

16. Что понимается под бинарным отношением? Дать определе-

ние и привести высказывательную форму. 

17. Дать определение степени множества. Привести высказыва-

тельную форму. 

18. Дать определение соответствия. 

19. Что понимается под композицией соответствий? 

20. Дать определение отображения и отношения. 

21. Перечислить способы задания бинарных отношений.  

22. Перечислить свойства, которыми могут обладать бинарные 

отношения. 

23. Что понимается под изоморфизмом отношений? 

24. Дать определение множества Парето. 

25. Сформулировать принцип Эджворта Парето. 

26. Кратко охарактеризовать метод анализа иерархий. 

27. Что такое матрица относительных весов? 

28. Перечислить свойства матрицы относительных весов. 

29. Что понимается под собственным значением матрицы? 

30. Что такое матрица парных сравнений? 
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ЗАКЛЮЧЕНИЕ 

В современной ситуации наиболее важной предпосылкой 

продуктивного развития методологии науки является ориентация 

на реальную практику научно-познавательной деятельности во 

всей её полноте и многообразии, опора на материал истории 

науки, преодоление предвзятости в выборе моделей и схем науч-

ного познания. Наиболее важной задачей методологической мыс-

ли в настоящее время является осознание и соответствующая 

проектно-конструктивная ориентация на проблематику есте-

ственно научного, технического и гуманитарного научного зна-

ния, переход от характерного для классического подхода чисто 

объектного рассмотрения научной предметности к такому её рас-

смотрению, которое включало бы «человеческий фактор», учи-

тывало бы взаимодействие собственно познавательных и цен-

ностных установок в научно-познавательной деятельности. В 

научном познании особую роль играют методы математического 

моделирования, позволяющие обрабатывать как количественные, 

так и качественные характеристики. 
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